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Il diavoletto di Maxwell, descritto nel 1871 da James Clerk Maxwell, sembra in grado di violare
il secondo principio della termodinamica. Il diavoletto aziona una porticina su un setto posto fra
due recipienti che contengono gas alla stessa temperatura e pressione. Egli osserva le molecole
che si avvicinano al foro e apre o chiude la porticina lasciando passare le molecole più veloci dal
recipiente A a quello B. ma non viceversa, e quelle più lente solo da B ad A. Il recipiente B si
riscalda, mentre l'altro si raffredda. Per il secondo principio occorre lavoro per produrre una
differenza di temperatura, ma il lavoro per azionare la porta può essere reso piccolo a piacere.
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Con una porticina a molla si può realizzare una versione automatica del diavoletto di Maxwell
che produce una differenza di pressione anziché di temperatura. Fra due recipienti contenenti
inizialmente gas alla stessa pressione e temperatura vi è un foro munito di una porticina a molla.
La porticina si apre in una sola direzione, per lasciare passare le molecole dal recipiente B al
recipiente A, ma non viceversa. Si può pensare che, alla fine, le molecole si accumulino in A a
spese di B, producendo una differenza di pressione. Ma, in pratica, questo non può avvenire.
La porticina, riscaldata dagli urti con le molecole, prende ad aprirsi e a chiudersi casualmente
per agitazione termica. Quando è aperta non può fungere da valvola a flusso unidirezionale e
quando si chiude può spingere una molecola da A a B. Il secondo processo avviene altrettanto
frequentemente di quello nel quale una molecola di 8 spinge la porta per passare in A.

vero il disordine dell'universo nel suo
complesso, non può diminuire. Ne segue
quindi che sono possibili solo due tipi di
processi: quelli nel corso dei quali l'en-
tropia dell'universo aumenta e quelli du-
rante i quali essa rimane costante. I pri-
mi vengono detti processi irreversibili,
perché il ripercorrere a ritroso la mede-
sima via seguita all'andata violerebbe il
secondo principio. I secondi sono detti
invece processi reversibili. È possibi-
le diminuire l'entropia di un sistema
compiendo su di esso del lavoro, ma co-
sì facendo si aumenta l'entropia di qual-
che altro sistema o quella dell'ambiente
che circonda il primo in misura maggio-
re, o al più uguale, della diminuzione
ottenuta.

Un classico processo irreversibile, che
aiuta a definire con maggior precisione
il concetto di entropia, è noto come
espansione libera. Supponiamo che un
recipiente pieno di gas sia separato con
un setto da un recipiente vuoto delle me-
desime dimensioni. Se si pratica un fo-
rellino nel setto il gas sfugge, cioè si
espande liberamente, distribuendosi e-
quamente fra i due recipienti.

Il motivo per il quale le molecole del
gas si diffondono fino a riempire entram-
bi i recipienti ha, se è possibile tale di-
stinzione, un carattere più matematico
che fisico. Il numero delle molecole dai
due lati del setto tende a divenire uguale
non perché le molecole si respingano re-
ciprocamente e quindi tendano a distan-
ziarsi il più possibile, ma piuttosto per-
ché le collisioni fra di loro e con le pareti
dei recipienti ne provocano la distribu-
zione casuale in tutto lo spazio disponi-
bile, fino a che metà si trovi da un

lato del setto e metà dal lato opposto.
Dato che la diffusione delle molecole

è dovuta più al caso che alla repulsione,
esiste una possibilità che tutte le mole-
cole ritornino spontaneamente nel reci-
piente dal quale sono venute. Ma la pro-
babilità che ciò accada con n molecole
equivale alla probabilità di ottenere tut-
te «teste» nel lancio di n monete: 1/2".
Quindi, per ogni numero di molecole
piuttosto grande (e ve ne sono circa
300 000 000 000 000 000 000 000 in un
grammo di idrogeno), l'espansione libe-
ra risulta effettivamente un processo ir-
reversibile, ossia un processo la cui re-
versibilità, per quanto possibile, è tal-
mente improbabile da consentire di af-
fermare con certezza che non verrà mai
osservata.

J
stato disordinato, quello nel quale
il gas è diffuso in entrambi i recipien-

ti invece di rimanere raccolto in uno solo
di essi, è più probabile dello stato ordi-
nato. Ciò significa che le configurazioni
in cui le molecole occupano entrambi i
recipienti sono più numerose di quelle in
cui ne occupano uno solo, esattamente
come, quando si lanciano 100 monete, vi
sono più modi di ottenere 50 volte testa
e 50 volte croce di quanti non ve ne siano
di ottenere 100 volte testa e mai croce.
Affermando che l'entropia dell'universo
tende ad aumentare, il secondo princi-
pio si limita a dire che, con il trascorrere
del tempo, l'universo tende a disporsi
nello stato più probabile.

È possibile quantificare quest'idea? In
altre parole, è possibile dire di quanto è
aumentato il disordine del gas in seguito
alla sua diffusione in entrambi i recipien-

ti? Consideriamo una singola molecola
del gas. Una molecola che può vagare in
entrambi i recipienti è in grado di occu-
pare un numero di posizioni doppio di
quello possibile per una molecola confi-
nata in un solo recipiente. Se nei due
recipienti vi sono due molecole, ognuna
di esse ha a disposizione il doppio delle
configurazioni possibili per una moleco-
la in un solo recipiente e quindi il sistema
ha il quadruplo (2 X 2) delle configura-
zioni possibili. Se vi sono tre molecole il
sistema ha otto volte (2 x 2 x 2) il nu-
mero di configurazioni possibili in un so-
lo recipiente.

Generalizzando, se vi sono n molecole
di gas in due recipienti, queste hanno a
disposizione 2" volte il numero di confi-
gurazioni possibili per n molecole dello
stesso gas in un singolo recipiente. Si di-
ce che il gas nei due recipienti ha un nu-
mero di «stati accessibili» pari a 2" volte
quanti ne abbia in un singolo recipiente.
Nella maggior parte dei sistemi il nume-
ro degli stati accessibili dipende espo-
nenzialmente dal numero delle molecole
presenti.

L'entropia di un sistema viene pertan-
to definita come il logaritmo del numero
degli stati accessibili; nell'esempio del
gas che si distribuisce in due recipienti,
un aumento di 2" volte del numero degli
stati accessibili corrisponde a un aumen-
to di entropia di n bit, o unità binarie.
(La base del logaritmo - e. quindi, l'unità
di entropia - è arbitraria. Si è convenuto
di usare la base due e le unità binarie.)
La scala logaritmica presenta il vantag-
gio di rendere l'entropia di una certa
quantità di materia, come la sua massa
e la sua energia, grosso modo proporzio-
nale al numero delle molecole. Si può
fare un'analogia con la memoria di un
calcolatore: una memoria di n bit, a pa-
rità di altri fattori, ha dimensioni, peso
e costo grosso modo proporzionali a n,
sebbene il numero dei suoi stati possibi-
li sia 2".

primi enunciati del secondo princi-
pio non facevano riferimento alla ca-

sualità e al disordine; si riferivano invece
al calore, al lavoro e alla temperatura.
Come è possibile mettere questi concetti
in relazione con la nostra definizione
quantitativa di entropia?

Le molecole sono sempre in movi-
mento. La velocità e la direzione del mo-
to di ciascuna di esse sono casuali, ma la
loro velocità media è proporzionale alla
radice quadrata della temperatura (mi-
surata a partire dallo zero assoluto). Al-
l'aumentare della temperatura, e quindi
della velocità media, le velocità delle sin-
gole molecole si distribuiscono in un in-
tervallo di valori più ampio di quanto av-
venga quando la velocità media è bassa.

Quando la velocità media è elevata,
ogni molecola ha a disposizione una
maggiore gamma di velocità, proprio co-
me una molecola nel dispositivo forma-
to da due recipienti può occupare un nu-
mero più elevato di posizioni che in .

un solo recipiente. Ne segue che a tem-
perature elevate vi è un maggior numero
di stati accessibili di quanti ne siano di-
sponibili a temperature inferiori. A tem-
perature elevate il movimento è più di-
sordinato perché è più difficile preve-
dere quale sarà la velocità di ciascuna
molecola.

Il disordine nel movimento e nelle po-
sizioni delle molecole contribuiscono en-
trambi a determinare l'entropia di un si-
stema. L'entropia di un gas può aumen-
tare sia in conseguenza di un aumento
del volume occupato (espansione), sia in
seguito a un aumento di temperatura:
entrambi producono un movimento mo-
lecolare più disordinato.

Un flusso di calore trasporta quindi
entropia. Più precisamente ne trasporta
una quantità proporzionale al flusso di
calore diviso per la temperatura del flus-
so stesso. Quindi un passaggio di calore
da un corpo caldo a un corpo freddo au-
menta l'entropia di quest'ultimo più
di quanto non diminuisca l'entropia del
primo: la quantità di calore (flusso) che
esce dal corpo caldo ed entra in quello
freddo è la stessa, ma nel calcolo della
diminuzione di entropia del corpo caldo
si divide per una temperatura più alta di
quella usata nel calcolo dell'aumento di
entropia del corpo freddo. Un generico
flusso di calore da un corpo caldo a uno
più freddo aumenta quindi l'entropia
dell'universo nel suo complesso.

uesta definizione di entropia per-
mette di comprendere meglio per-

ché il diavoletto di Maxwell violi il se-
condo principio. Con la sua capacità di
selezionare le molecole, esso produce un
flusso di calore dal recipiente A al reci-
piente B anche quando il secondo è di-
venuto più caldo del primo; provoca per-
ciò una diminuzione dell'entropia di A
maggiore dell'aumento di entropia di B
e, di conseguenza, una diminuzione del-
l'entropia dell'universo, cosa impossibi-
le dal punto di vista termodinamico.

Descrivendo il suo diavoletto, Max-
well affermò chiaramente di essere con-
vinto della validità del secondo princi-
pio. Egli suggerì che gli esseri umani non
possono violarlo semplicemente perché
non sono in grado di vedere e maneggia-
re singole molecole. Questo non è un
«esorcismo» del tutto soddisfacente per-
ché lascia aperta la possibilità che un es-
sere avente le capacità del diavoletto
possa violare il secondo principio.

Un metodo per scoprire i motivi per i
quali il diavoletto non può esistere sta
nell'analizzare e confutare semplici mar-
chingegni inanimati che potrebbero si-
mulare l'attività del diavoletto, come la
porticina a molla citata in precedenza,
che funziona come una valvola a flusso
unidirezionale.

Immaginiamo che la porta si apra ver-
so sinistra. Se questa funziona come si
suppone faccia il diavoletto, ogni volta
che una molecola del recipiente di destra
urta la porta, questa si apre e la molecola

passa nel recipiente di sinistra. Al con-
trario, quando la porta viene urtata da
una molecola del recipiente di sinistra,
si serra contro il battente e non consente
il passaggio. Alla fine tutte le molecole
sono intrappolate a sinistra e il diavolet-
to ha quindi compresso il gas (diminuen-
done l'entropia) senza compiere lavoro.

Qual è l'errore? Innanzitutto la molla
che trattiene la porta deve essere piutto-
sto debole. Il lavoro necessario per apri-
re la porta opponendosi alla forza della
molla deve essere paragonabile all'ener-
gia cinetica media di una molecola del
gas. Nel 1912 Marian Smoluchowski no-
tò che la porta, ripetutamente urtata dal-
le molecole, finisce per acquistare un'e-
nergia cinetica (sotto forma di energia
termica) conseguente al suo movimento
casuale. Questa energia sarà del mede-
simo ordine di grandezza dell'energia di
agitazione termica delle molecole del gas
e quindi la porta si aprirà e chiuderà ca-
sualmente (ricordiamo che la porta è
molto piccola), sbattendo alternativa-
mente contro lo stipite e spalancandosi
in opposizione alla forza della molla.

Quando la porta è aperta non può ov-
viamente fungere da valvola, dato che le
molecole possono passare liberamente
in entrambe le direzioni. Si potrebbe an-
cora sperare che la porta funzioni come
previsto, sia pure con scarsa efficienza,
intrappolando almeno una piccola quan-
tità di gas nel recipiente di sinistra, ma
in realtà non può fare neppure questo.
Ogni tendenza della porta a funzionare
come valvola a flusso unidirezionale.

aprendosi per lasciare passare le mole-
cole da destra a sinistra, è esattamente
bilanciata dalla tendenza contraria a
chiudersi davanti a una molecola, spin-
gendola da sinistra a destra, aiutata in
questo dalla forza della molla.

I due processi, il passaggio di una mo-
lecola dal recipiente di destra verso quel-
lo di sinistra e la porta che la spinge da
sinistra a destra, sono l'uno il contrario
dell'altro: la ripresa cinematografica di
uno dei due, proiettata all'indietro, ap-
parirebbe come una ripresa dell'altro. In
un ambiente a temperatura e pressione
costanti, i due processi si verifichereb-
bero con la stessa frequenza e la possibi-
lità che la porta funzioni da valvola a
flusso unidirezionale sarebbe nulla.

Ovviamente apparecchiature di que-
sto tipo funzionano perfettamente in
ambienti nei quali la pressione sui due
lati della porta è diversa. Versioni in-
grandite della porticina a molla si posso-
no vedere nei ventilatori impiegati per
espellere l'aria viziata dai locali pubblici
senza consentire il passaggio di correnti
di aria dall'esterno quando il ventilatore
è spento. Una versione microscopica
funzionerebbe in maniera simile, per-
mettendo alle molecole di passare quan-
do vi è un eccesso di pressione su un lato
della porta, ma chiudendo il flusso quan-
do la pressione è maggiore dall'altro la-
to. Questi dispositivi non violano il se-
condo principio perché non fanno altro
che permettere a pressioni diverse di
uguagliarsi; essi non potrebbero mai ge-
nerare una differenza di pressione.
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Il diavoletto di Maxwell, descritto nel 1871 da James Clerk Maxwell, sembra in grado di violare
il secondo principio della termodinamica. Il diavoletto aziona una porticina su un setto posto fra
due recipienti che contengono gas alla stessa temperatura e pressione. Egli osserva le molecole
che si avvicinano al foro e apre o chiude la porticina lasciando passare le molecole più veloci dal
recipiente A a quello B. ma non viceversa, e quelle più lente solo da B ad A. Il recipiente B si
riscalda, mentre l'altro si raffredda. Per il secondo principio occorre lavoro per produrre una
differenza di temperatura, ma il lavoro per azionare la porta può essere reso piccolo a piacere.
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Con una porticina a molla si può realizzare una versione automatica del diavoletto di Maxwell
che produce una differenza di pressione anziché di temperatura. Fra due recipienti contenenti
inizialmente gas alla stessa pressione e temperatura vi è un foro munito di una porticina a molla.
La porticina si apre in una sola direzione, per lasciare passare le molecole dal recipiente B al
recipiente A, ma non viceversa. Si può pensare che, alla fine, le molecole si accumulino in A a
spese di B, producendo una differenza di pressione. Ma, in pratica, questo non può avvenire.
La porticina, riscaldata dagli urti con le molecole, prende ad aprirsi e a chiudersi casualmente
per agitazione termica. Quando è aperta non può fungere da valvola a flusso unidirezionale e
quando si chiude può spingere una molecola da A a B. Il secondo processo avviene altrettanto
frequentemente di quello nel quale una molecola di 8 spinge la porta per passare in A.

vero il disordine dell'universo nel suo
complesso, non può diminuire. Ne segue
quindi che sono possibili solo due tipi di
processi: quelli nel corso dei quali l'en-
tropia dell'universo aumenta e quelli du-
rante i quali essa rimane costante. I pri-
mi vengono detti processi irreversibili,
perché il ripercorrere a ritroso la mede-
sima via seguita all'andata violerebbe il
secondo principio. I secondi sono detti
invece processi reversibili. È possibi-
le diminuire l'entropia di un sistema
compiendo su di esso del lavoro, ma co-
sì facendo si aumenta l'entropia di qual-
che altro sistema o quella dell'ambiente
che circonda il primo in misura maggio-
re, o al più uguale, della diminuzione
ottenuta.

Un classico processo irreversibile, che
aiuta a definire con maggior precisione
il concetto di entropia, è noto come
espansione libera. Supponiamo che un
recipiente pieno di gas sia separato con
un setto da un recipiente vuoto delle me-
desime dimensioni. Se si pratica un fo-
rellino nel setto il gas sfugge, cioè si
espande liberamente, distribuendosi e-
quamente fra i due recipienti.

Il motivo per il quale le molecole del
gas si diffondono fino a riempire entram-
bi i recipienti ha, se è possibile tale di-
stinzione, un carattere più matematico
che fisico. Il numero delle molecole dai
due lati del setto tende a divenire uguale
non perché le molecole si respingano re-
ciprocamente e quindi tendano a distan-
ziarsi il più possibile, ma piuttosto per-
ché le collisioni fra di loro e con le pareti
dei recipienti ne provocano la distribu-
zione casuale in tutto lo spazio disponi-
bile, fino a che metà si trovi da un

lato del setto e metà dal lato opposto.
Dato che la diffusione delle molecole

è dovuta più al caso che alla repulsione,
esiste una possibilità che tutte le mole-
cole ritornino spontaneamente nel reci-
piente dal quale sono venute. Ma la pro-
babilità che ciò accada con n molecole
equivale alla probabilità di ottenere tut-
te «teste» nel lancio di n monete: 1/2".
Quindi, per ogni numero di molecole
piuttosto grande (e ve ne sono circa
300 000 000 000 000 000 000 000 in un
grammo di idrogeno), l'espansione libe-
ra risulta effettivamente un processo ir-
reversibile, ossia un processo la cui re-
versibilità, per quanto possibile, è tal-
mente improbabile da consentire di af-
fermare con certezza che non verrà mai
osservata.

J
stato disordinato, quello nel quale
il gas è diffuso in entrambi i recipien-

ti invece di rimanere raccolto in uno solo
di essi, è più probabile dello stato ordi-
nato. Ciò significa che le configurazioni
in cui le molecole occupano entrambi i
recipienti sono più numerose di quelle in
cui ne occupano uno solo, esattamente
come, quando si lanciano 100 monete, vi
sono più modi di ottenere 50 volte testa
e 50 volte croce di quanti non ve ne siano
di ottenere 100 volte testa e mai croce.
Affermando che l'entropia dell'universo
tende ad aumentare, il secondo princi-
pio si limita a dire che, con il trascorrere
del tempo, l'universo tende a disporsi
nello stato più probabile.

È possibile quantificare quest'idea? In
altre parole, è possibile dire di quanto è
aumentato il disordine del gas in seguito
alla sua diffusione in entrambi i recipien-

ti? Consideriamo una singola molecola
del gas. Una molecola che può vagare in
entrambi i recipienti è in grado di occu-
pare un numero di posizioni doppio di
quello possibile per una molecola confi-
nata in un solo recipiente. Se nei due
recipienti vi sono due molecole, ognuna
di esse ha a disposizione il doppio delle
configurazioni possibili per una moleco-
la in un solo recipiente e quindi il sistema
ha il quadruplo (2 X 2) delle configura-
zioni possibili. Se vi sono tre molecole il
sistema ha otto volte (2 x 2 x 2) il nu-
mero di configurazioni possibili in un so-
lo recipiente.

Generalizzando, se vi sono n molecole
di gas in due recipienti, queste hanno a
disposizione 2" volte il numero di confi-
gurazioni possibili per n molecole dello
stesso gas in un singolo recipiente. Si di-
ce che il gas nei due recipienti ha un nu-
mero di «stati accessibili» pari a 2" volte
quanti ne abbia in un singolo recipiente.
Nella maggior parte dei sistemi il nume-
ro degli stati accessibili dipende espo-
nenzialmente dal numero delle molecole
presenti.

L'entropia di un sistema viene pertan-
to definita come il logaritmo del numero
degli stati accessibili; nell'esempio del
gas che si distribuisce in due recipienti,
un aumento di 2" volte del numero degli
stati accessibili corrisponde a un aumen-
to di entropia di n bit, o unità binarie.
(La base del logaritmo - e. quindi, l'unità
di entropia - è arbitraria. Si è convenuto
di usare la base due e le unità binarie.)
La scala logaritmica presenta il vantag-
gio di rendere l'entropia di una certa
quantità di materia, come la sua massa
e la sua energia, grosso modo proporzio-
nale al numero delle molecole. Si può
fare un'analogia con la memoria di un
calcolatore: una memoria di n bit, a pa-
rità di altri fattori, ha dimensioni, peso
e costo grosso modo proporzionali a n,
sebbene il numero dei suoi stati possibi-
li sia 2".

primi enunciati del secondo princi-
pio non facevano riferimento alla ca-

sualità e al disordine; si riferivano invece
al calore, al lavoro e alla temperatura.
Come è possibile mettere questi concetti
in relazione con la nostra definizione
quantitativa di entropia?

Le molecole sono sempre in movi-
mento. La velocità e la direzione del mo-
to di ciascuna di esse sono casuali, ma la
loro velocità media è proporzionale alla
radice quadrata della temperatura (mi-
surata a partire dallo zero assoluto). Al-
l'aumentare della temperatura, e quindi
della velocità media, le velocità delle sin-
gole molecole si distribuiscono in un in-
tervallo di valori più ampio di quanto av-
venga quando la velocità media è bassa.

Quando la velocità media è elevata,
ogni molecola ha a disposizione una
maggiore gamma di velocità, proprio co-
me una molecola nel dispositivo forma-
to da due recipienti può occupare un nu-
mero più elevato di posizioni che in .

un solo recipiente. Ne segue che a tem-
perature elevate vi è un maggior numero
di stati accessibili di quanti ne siano di-
sponibili a temperature inferiori. A tem-
perature elevate il movimento è più di-
sordinato perché è più difficile preve-
dere quale sarà la velocità di ciascuna
molecola.

Il disordine nel movimento e nelle po-
sizioni delle molecole contribuiscono en-
trambi a determinare l'entropia di un si-
stema. L'entropia di un gas può aumen-
tare sia in conseguenza di un aumento
del volume occupato (espansione), sia in
seguito a un aumento di temperatura:
entrambi producono un movimento mo-
lecolare più disordinato.

Un flusso di calore trasporta quindi
entropia. Più precisamente ne trasporta
una quantità proporzionale al flusso di
calore diviso per la temperatura del flus-
so stesso. Quindi un passaggio di calore
da un corpo caldo a un corpo freddo au-
menta l'entropia di quest'ultimo più
di quanto non diminuisca l'entropia del
primo: la quantità di calore (flusso) che
esce dal corpo caldo ed entra in quello
freddo è la stessa, ma nel calcolo della
diminuzione di entropia del corpo caldo
si divide per una temperatura più alta di
quella usata nel calcolo dell'aumento di
entropia del corpo freddo. Un generico
flusso di calore da un corpo caldo a uno
più freddo aumenta quindi l'entropia
dell'universo nel suo complesso.

uesta definizione di entropia per-
mette di comprendere meglio per-

ché il diavoletto di Maxwell violi il se-
condo principio. Con la sua capacità di
selezionare le molecole, esso produce un
flusso di calore dal recipiente A al reci-
piente B anche quando il secondo è di-
venuto più caldo del primo; provoca per-
ciò una diminuzione dell'entropia di A
maggiore dell'aumento di entropia di B
e, di conseguenza, una diminuzione del-
l'entropia dell'universo, cosa impossibi-
le dal punto di vista termodinamico.

Descrivendo il suo diavoletto, Max-
well affermò chiaramente di essere con-
vinto della validità del secondo princi-
pio. Egli suggerì che gli esseri umani non
possono violarlo semplicemente perché
non sono in grado di vedere e maneggia-
re singole molecole. Questo non è un
«esorcismo» del tutto soddisfacente per-
ché lascia aperta la possibilità che un es-
sere avente le capacità del diavoletto
possa violare il secondo principio.

Un metodo per scoprire i motivi per i
quali il diavoletto non può esistere sta
nell'analizzare e confutare semplici mar-
chingegni inanimati che potrebbero si-
mulare l'attività del diavoletto, come la
porticina a molla citata in precedenza,
che funziona come una valvola a flusso
unidirezionale.

Immaginiamo che la porta si apra ver-
so sinistra. Se questa funziona come si
suppone faccia il diavoletto, ogni volta
che una molecola del recipiente di destra
urta la porta, questa si apre e la molecola

passa nel recipiente di sinistra. Al con-
trario, quando la porta viene urtata da
una molecola del recipiente di sinistra,
si serra contro il battente e non consente
il passaggio. Alla fine tutte le molecole
sono intrappolate a sinistra e il diavolet-
to ha quindi compresso il gas (diminuen-
done l'entropia) senza compiere lavoro.

Qual è l'errore? Innanzitutto la molla
che trattiene la porta deve essere piutto-
sto debole. Il lavoro necessario per apri-
re la porta opponendosi alla forza della
molla deve essere paragonabile all'ener-
gia cinetica media di una molecola del
gas. Nel 1912 Marian Smoluchowski no-
tò che la porta, ripetutamente urtata dal-
le molecole, finisce per acquistare un'e-
nergia cinetica (sotto forma di energia
termica) conseguente al suo movimento
casuale. Questa energia sarà del mede-
simo ordine di grandezza dell'energia di
agitazione termica delle molecole del gas
e quindi la porta si aprirà e chiuderà ca-
sualmente (ricordiamo che la porta è
molto piccola), sbattendo alternativa-
mente contro lo stipite e spalancandosi
in opposizione alla forza della molla.

Quando la porta è aperta non può ov-
viamente fungere da valvola, dato che le
molecole possono passare liberamente
in entrambe le direzioni. Si potrebbe an-
cora sperare che la porta funzioni come
previsto, sia pure con scarsa efficienza,
intrappolando almeno una piccola quan-
tità di gas nel recipiente di sinistra, ma
in realtà non può fare neppure questo.
Ogni tendenza della porta a funzionare
come valvola a flusso unidirezionale.

aprendosi per lasciare passare le mole-
cole da destra a sinistra, è esattamente
bilanciata dalla tendenza contraria a
chiudersi davanti a una molecola, spin-
gendola da sinistra a destra, aiutata in
questo dalla forza della molla.

I due processi, il passaggio di una mo-
lecola dal recipiente di destra verso quel-
lo di sinistra e la porta che la spinge da
sinistra a destra, sono l'uno il contrario
dell'altro: la ripresa cinematografica di
uno dei due, proiettata all'indietro, ap-
parirebbe come una ripresa dell'altro. In
un ambiente a temperatura e pressione
costanti, i due processi si verifichereb-
bero con la stessa frequenza e la possibi-
lità che la porta funzioni da valvola a
flusso unidirezionale sarebbe nulla.

Ovviamente apparecchiature di que-
sto tipo funzionano perfettamente in
ambienti nei quali la pressione sui due
lati della porta è diversa. Versioni in-
grandite della porticina a molla si posso-
no vedere nei ventilatori impiegati per
espellere l'aria viziata dai locali pubblici
senza consentire il passaggio di correnti
di aria dall'esterno quando il ventilatore
è spento. Una versione microscopica
funzionerebbe in maniera simile, per-
mettendo alle molecole di passare quan-
do vi è un eccesso di pressione su un lato
della porta, ma chiudendo il flusso quan-
do la pressione è maggiore dall'altro la-
to. Questi dispositivi non violano il se-
condo principio perché non fanno altro
che permettere a pressioni diverse di
uguagliarsi; essi non potrebbero mai ge-
nerare una differenza di pressione.
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un semplice analogo meccanico del
diavoletto non può funzionare, forse

la cosa è possibile per un essere intelli-
gente. In effetti, qualche tempo dopo
che Maxwell aveva descritto il suo dia-
voletto, diversi ricercatori giunsero a
pensare che il fattore critico che consen-
tiva al diavoletto di operare fosse appun-
to l'intelligenza. Per esempio, in un ar-
ticolo del 1914, Smoluchowski scrisse:
«Per quanto ne sappiamo oggi, non esi-
ste alcuna macchina automatica in grado
di realizzare un moto perpetuo, malgra-
do la presenza di fluttuazioni molecolari,
ma un simile apparecchio potrebbe forse
funzionare , qualora fosse azionato da es-
seri intelligenti».

Il fisico Leo Szilard affrontò una trat-
tazione quantitativa del problema in
un lavoro pubblicato nel 1929 il cui titolo
può essere così tradotto: Sulla diminu-
zione di entropia di un sistema termodi-
namico in seguito all'intervento di esseri
intelligenti. Sebbene il titolo sembri am-
mettere la possibilità che un diavoletto
intelligente violi il secondo principio,
nello scritto si confuta tale ipotesi per
sostenere che nessun essere, intelligente
o meno, può comportarsi come il diavo-
letto di Maxwell. Szilard riteneva che le
osservazioni, o misurazioni, che il diavo-
letto deve compiere (per esempio, per
determinare da che parte arriva una mo-
lecola) non possano venire effettuate
senza spendere una quantità di lavoro
sufficiente a produrre un aumento di en-
tropia tale da impedire la violazione del
secondo principio.

Szilard aveva preso in considerazione
un diavoletto che differiva sotto vari
aspetti da quello proposto da Maxwell
e che venne quindi chiamato macchina
di Szilard. (La macchina che sto per de-
scrivere differisce però leggermente da
quella di Szilard.) Il componente princi-
pale della macchina è un cilindro nel
quale è contenuta una sola molecola,
soggetta ad agitazione termica casuale.
Ciascuna estremità del cilindro è chiusa

da un pistone e a metà del cilindro può
essere inserito un setto mobile sottile in
grado di intrappolare la molecola in una
delle due metà. La macchina è pure mu-
nita di dispositivi di osservazione per de-
terminare in quale metà del cilindro si
trovi la molecola e di un sistema di me-
moria per registrare l'informazione.II ci-
clo della macchina consiste di sei fasi.
Nella prima si inserisce il setto, intrap-
polando la molecola in una delle due me-
tà del cilindro. Szilard riteneva che, in
via teorica, il lavoro per l'inserzione del
setto potesse essere reso trascurabile.

Nella fase successiva la macchina de-
termina in quale delle due metà del ci-
lindro si trovi la molecola. Il sistema di
memoria può trovarsi in tre stati distinti.
Uno stato indifferente mostra che non è
stata compiuta alcuna osservazione, uno
stato S indica che la molecola è intrap-
polata a sinistra e uno stato D corrispon-
de alla situazione in cui la molecola è a
destra. Quando si effettua la determina-
zione, la memoria passa dallo stato in-
differente a uno degli altri due.

La terza fase del ciclo, che può essere
considerata una compressione, dipende
dalle conoscenze acquisite nella fase pre-
cedente. Il pistone posto nella metà nella
quale non si trova la molecola viene spin-
to fino a toccare il setto. Diversamente
dalla fase di compressione di un motore
a combustione interna, questa compres-
sione non richiede lavoro, perché il pi-
stone «comprime» uno spazio vuoto. La
molecola, intrappolata dall'altra parte
del setto, non può opporre resistenza al
movimento del pistone.

Successivamente, nella quarta fase,
viene rimosso il setto, consentendo alla
molecola di urtare il pistone che è appe-
na avanzato e di esercitare su di esso una
pressione.

Nella quinta fase, che può venire detta
fase di potenza, la pressione della mole-
cola riporta il pistone nella posizione ori-
ginale, compiendo lavoro su di esso. L'e-
nergia che la molecola fornisce al pistone

viene rimpiazzata dal calore diffuso dal-
l'ambiente attraverso la parete del cilin-
dro, perciò la molecola continua a muo-
versi alla medesima velocità media. Il
risultato è quindi quello di convertire il
calore sottratto all'ambiente in lavoro
meccanico eseguito sul pistone.

Nella sesta e ultima fase la macchina
azzera la sua memoria, riportandola nel-
lo stato indifferente. Essa ha ora assunto
la stessa configurazione che aveva all'i-
nizio e il ciclo può venire ripetuto.

C
ipmplessivamente le sei fasi sembra-
no essere riuscite a convertire il ca-

lore sottratto all'ambiente in lavoro, fa-
cendo tornare il gas e la macchina esat-
tamente allo stato iniziale. Se non è av-
venuto alcun altro mutamento, nel corso
del ciclo compiuto dalla macchina l'en-
tropia dell'universo è diminuita. In linea
di principio, il ciclo potrebbe venire ri-
petuto quante volte si vuole, ottenendo
come risultato una violazione arbitraria-
mente grande del secondo principio.

La soluzione del paradosso proposta
da Szilard consisteva nel postulare che
l'atto della misurazione, nel corso del
quale viene determinata la posizione
della molecola, implichi un aumento di
entropia tale da compensare la diminu-
zione di entropia ottenuta durante la fa-
se di potenza. Szilard rimase alquanto
vago a proposito della natura e della col-
locazione dell'aumento di entropia ma,
negli anni che seguirono la pubblicazio-
ne del suo lavoro, parecchi fisici, e fra
questi in particolare Léon Brillouin (che
nel 1956 scrisse un volume sulla scienza
e la teoria dell'informazione tradotto nel
1962 in inglese) e Denis Gabor (l'inven-
tore dell'olografia), cercarono di dare
delle basi alla postulata irreversibilità
della misurazione. In particolare, tenta-
rono di valutare il costo, in termini di
energia e di entropia, dell'osservazione
di una molecola, colpendola con un fa-
scio di luce e osservandone la riflessione.

Brillouin e Gabor basarono il loro la-

voro su una teoria che si era sviluppata
fin dai tempi di Maxwell: la teoria quan-
tistica della radiazione. Secondo la teo-
ria ondulatoria classica della radiazione
(alla quale Maxwell diede contributi fon-
damentali) l'energia di un raggio di luce
può essere arbitrariamente piccola. Ma,
secondo la teoria quantistica, la luce è
costituita da pacchetti di energia, i foto-
ni. L'energia di un fotone dipende dalla
sua lunghezza d'onda (legata alla sensa-
zione di colore che esso produce) ed è
impossibile osservare meno di un singolo
fotone. Le argomentazioni di Brillouin
si basavano sul fatto che per osservare
una molecola questa deve diffondere al-
meno un fotone del fascio di luce usato
per osservarla e quando l'energia del fo-
tone viene dissipata in calore si ha un
aumento di entropia almeno uguale alla
diminuzione ottenibile dalla macchina di
Szilard in seguito all'informazione ac-
quisita sulla posizione della molecola
che ha interagito con la luce.

VOI erché allora non usare per l'osserva-
-L zione un fascio di fotoni di energia
molto bassa? L'idea non funziona per
un'altra conseguenza, più complessa,
della teoria quantistica. Questa prevede
che un recipiente le cui pareti e il cui
interno siano a temperatura uniforme si
riempia di un «gas» di fotoni. Le lun-
ghezze d'onda dei fotoni dipendono dal-
la temperatura del recipiente. Questo
gas di fotoni è responsabile della lumi-
nosità uniforme di colore giallo o aran-
cione che si osserva all'interno di una
fornace. (A temperatura ambiente i fo-
toni hanno per lo più energie corrispon-
denti alla zona infrarossa dello spettro e
quindi non sono visibili.)

A prima vista, il gas di fotoni sembre-
rebbe un'ottima sorgente di luce per
mezzo della quale il diavoletto potrebbe
osservare le molecole, risparmiando così
il costo entropico di una lampada. Ma
una conseguenza sorprendente del se-
condo principio, scoperta nel 1859 da
Gustav Robert Kirchhoff, è che risulta
impossibile vedere gli oggetti contenuti
in un recipiente a temperatura uniforme
usando la radiazione luminosa emessa
dal recipiente stesso. In effetti, se si os-
serva, per esempio, l'interno di un forno
nel quale vengono cotti alcuni vasi,
si vede una luminescenza arancione uni-
forme, quasi completamente priva di
contrasto, anche se i vasi hanno colo-

ri e superfici completamente diversi.
Gli oggetti nel forno appaiono come

se avessero tutti la medesima luminosità
e tonalità di colore, ma si può verificare
che non è così illuminandoli dall'esterno
con un fascio di luce sufficientemente in-
tenso. La ragione per la quale gli oggetti
nel forno quasi scompaiono è che quelli
scuri (che riflettono meno la luce) emet-
tono una luce più intensa di quelli chiari
(più riflettenti): in questo modo, l'inten-
sità totale della luce (emessa e riflessa)
che proviene da ogni oggetto è sempre
la stessa.

Per comprendere perché debba verifi-
carsi questo strano livellamento, suppo-
niamo che esso non avvenga e pensiamo
a quali potrebbero essere le conseguenze
per il secondo principio. Immaginiamo
che due oggetti, per esempio un vaso e
una pentola, siano posti uno vicino al-
l'altro in un forno a temperatura unifor-
me. Se l'intensità della luce che lascia il
vaso in direzione della pentola fosse
maggiore di quella cha va dalla pentola
al vaso, si avrebbe un flusso di energia
dal vaso alla pentola. Questa si scalde-
rebbe mentre il primo si raffredderebbe.

Quindi, senza spendere lavoro, due
oggetti inizialmente alla stessa tempera-
tura assumerebbero temperature diver-
se, in contraddizione con il secondo
principio, proprio come se un diavoletto
di Maxwell si fosse interposto fra di essi.
Allora, se il secondo principio deve es-
sere valido, gli oggetti in un forno a tem-
peratura uniforme non possono avere
luminosità superficiali diverse.

Per vedere gli oggetti contenuti in una
fornace è quindi indispensabile illumi-
narli dall'esterno, per esempio con una
lampada il cui filamento sia a tempera-
tura superiore di quella esistente dentro
il forno. Nella nostra esperienza quoti-
diana una simile sorgente di luce, il Sole,
ci consente di vedere gli oggetti entro
contenitori che si trovano tutti a tempe-
ratura ambiente.

Brillouin, Gabor e altri, armati della
loro conoscenza delle proprietà del gas
di fotoni, sostenevano che il diavoletto
di Maxwell non potesse vedere le mole-
cole da selezionare senza impiegare una
qualche sorgente di luce. Pertanto con-
cludevano che esso non poteva violare il
secondo principio. Ogni qual volta il dia-
voletto osserva una molecola, deve dis-
sipare almeno l'energia di un fotone e
questa energia deve essere superiore a
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La macchina di Szilard, descritta da Leo Szilard nel 1929, sembra poter convertire il calore
dell'ambiente in lavoro, violando il secondo principio. La macchina (1) è costituita da un cilindro
con le estremità chiuse da pistoni; è munita di un setto mobile e di apparecchiature per osservare
il contenuto del cilindro e memorizzare le osservazioni, Il cilindro contiene una sola molecola.
All'inizio del ciclo (2) si abbassa il setto, intrappolando la molecola in una metà del cilindro. Il
sistema di osservazione determina e memorizza la posizione della molecola (3) e il pistone dalla
parte opposta viene spinto fino a toccare il setto (4). Il pistone viene spostato senza compiere
lavoro, dato che si muove nel vuoto. Poi il setto viene ritirato (5) e la molecola urta il pistone (il
gas monomolecolare si «espande»), spingendolo indietro (6). L'energia spesa dalla molecola nel
compiere lavoro sul pistone è compensata dal calore sottratto all'ambiente. Quando il pistone è
tornato nella posizione originale (7), la memoria viene cancellata (8) e il ciclo può ricominciare.
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un semplice analogo meccanico del
diavoletto non può funzionare, forse

la cosa è possibile per un essere intelli-
gente. In effetti, qualche tempo dopo
che Maxwell aveva descritto il suo dia-
voletto, diversi ricercatori giunsero a
pensare che il fattore critico che consen-
tiva al diavoletto di operare fosse appun-
to l'intelligenza. Per esempio, in un ar-
ticolo del 1914, Smoluchowski scrisse:
«Per quanto ne sappiamo oggi, non esi-
ste alcuna macchina automatica in grado
di realizzare un moto perpetuo, malgra-
do la presenza di fluttuazioni molecolari,
ma un simile apparecchio potrebbe forse
funzionare , qualora fosse azionato da es-
seri intelligenti».

Il fisico Leo Szilard affrontò una trat-
tazione quantitativa del problema in
un lavoro pubblicato nel 1929 il cui titolo
può essere così tradotto: Sulla diminu-
zione di entropia di un sistema termodi-
namico in seguito all'intervento di esseri
intelligenti. Sebbene il titolo sembri am-
mettere la possibilità che un diavoletto
intelligente violi il secondo principio,
nello scritto si confuta tale ipotesi per
sostenere che nessun essere, intelligente
o meno, può comportarsi come il diavo-
letto di Maxwell. Szilard riteneva che le
osservazioni, o misurazioni, che il diavo-
letto deve compiere (per esempio, per
determinare da che parte arriva una mo-
lecola) non possano venire effettuate
senza spendere una quantità di lavoro
sufficiente a produrre un aumento di en-
tropia tale da impedire la violazione del
secondo principio.

Szilard aveva preso in considerazione
un diavoletto che differiva sotto vari
aspetti da quello proposto da Maxwell
e che venne quindi chiamato macchina
di Szilard. (La macchina che sto per de-
scrivere differisce però leggermente da
quella di Szilard.) Il componente princi-
pale della macchina è un cilindro nel
quale è contenuta una sola molecola,
soggetta ad agitazione termica casuale.
Ciascuna estremità del cilindro è chiusa

da un pistone e a metà del cilindro può
essere inserito un setto mobile sottile in
grado di intrappolare la molecola in una
delle due metà. La macchina è pure mu-
nita di dispositivi di osservazione per de-
terminare in quale metà del cilindro si
trovi la molecola e di un sistema di me-
moria per registrare l'informazione.II ci-
clo della macchina consiste di sei fasi.
Nella prima si inserisce il setto, intrap-
polando la molecola in una delle due me-
tà del cilindro. Szilard riteneva che, in
via teorica, il lavoro per l'inserzione del
setto potesse essere reso trascurabile.

Nella fase successiva la macchina de-
termina in quale delle due metà del ci-
lindro si trovi la molecola. Il sistema di
memoria può trovarsi in tre stati distinti.
Uno stato indifferente mostra che non è
stata compiuta alcuna osservazione, uno
stato S indica che la molecola è intrap-
polata a sinistra e uno stato D corrispon-
de alla situazione in cui la molecola è a
destra. Quando si effettua la determina-
zione, la memoria passa dallo stato in-
differente a uno degli altri due.

La terza fase del ciclo, che può essere
considerata una compressione, dipende
dalle conoscenze acquisite nella fase pre-
cedente. Il pistone posto nella metà nella
quale non si trova la molecola viene spin-
to fino a toccare il setto. Diversamente
dalla fase di compressione di un motore
a combustione interna, questa compres-
sione non richiede lavoro, perché il pi-
stone «comprime» uno spazio vuoto. La
molecola, intrappolata dall'altra parte
del setto, non può opporre resistenza al
movimento del pistone.

Successivamente, nella quarta fase,
viene rimosso il setto, consentendo alla
molecola di urtare il pistone che è appe-
na avanzato e di esercitare su di esso una
pressione.

Nella quinta fase, che può venire detta
fase di potenza, la pressione della mole-
cola riporta il pistone nella posizione ori-
ginale, compiendo lavoro su di esso. L'e-
nergia che la molecola fornisce al pistone

viene rimpiazzata dal calore diffuso dal-
l'ambiente attraverso la parete del cilin-
dro, perciò la molecola continua a muo-
versi alla medesima velocità media. Il
risultato è quindi quello di convertire il
calore sottratto all'ambiente in lavoro
meccanico eseguito sul pistone.

Nella sesta e ultima fase la macchina
azzera la sua memoria, riportandola nel-
lo stato indifferente. Essa ha ora assunto
la stessa configurazione che aveva all'i-
nizio e il ciclo può venire ripetuto.

C
ipmplessivamente le sei fasi sembra-
no essere riuscite a convertire il ca-

lore sottratto all'ambiente in lavoro, fa-
cendo tornare il gas e la macchina esat-
tamente allo stato iniziale. Se non è av-
venuto alcun altro mutamento, nel corso
del ciclo compiuto dalla macchina l'en-
tropia dell'universo è diminuita. In linea
di principio, il ciclo potrebbe venire ri-
petuto quante volte si vuole, ottenendo
come risultato una violazione arbitraria-
mente grande del secondo principio.

La soluzione del paradosso proposta
da Szilard consisteva nel postulare che
l'atto della misurazione, nel corso del
quale viene determinata la posizione
della molecola, implichi un aumento di
entropia tale da compensare la diminu-
zione di entropia ottenuta durante la fa-
se di potenza. Szilard rimase alquanto
vago a proposito della natura e della col-
locazione dell'aumento di entropia ma,
negli anni che seguirono la pubblicazio-
ne del suo lavoro, parecchi fisici, e fra
questi in particolare Léon Brillouin (che
nel 1956 scrisse un volume sulla scienza
e la teoria dell'informazione tradotto nel
1962 in inglese) e Denis Gabor (l'inven-
tore dell'olografia), cercarono di dare
delle basi alla postulata irreversibilità
della misurazione. In particolare, tenta-
rono di valutare il costo, in termini di
energia e di entropia, dell'osservazione
di una molecola, colpendola con un fa-
scio di luce e osservandone la riflessione.

Brillouin e Gabor basarono il loro la-

voro su una teoria che si era sviluppata
fin dai tempi di Maxwell: la teoria quan-
tistica della radiazione. Secondo la teo-
ria ondulatoria classica della radiazione
(alla quale Maxwell diede contributi fon-
damentali) l'energia di un raggio di luce
può essere arbitrariamente piccola. Ma,
secondo la teoria quantistica, la luce è
costituita da pacchetti di energia, i foto-
ni. L'energia di un fotone dipende dalla
sua lunghezza d'onda (legata alla sensa-
zione di colore che esso produce) ed è
impossibile osservare meno di un singolo
fotone. Le argomentazioni di Brillouin
si basavano sul fatto che per osservare
una molecola questa deve diffondere al-
meno un fotone del fascio di luce usato
per osservarla e quando l'energia del fo-
tone viene dissipata in calore si ha un
aumento di entropia almeno uguale alla
diminuzione ottenibile dalla macchina di
Szilard in seguito all'informazione ac-
quisita sulla posizione della molecola
che ha interagito con la luce.

VOI erché allora non usare per l'osserva-
-L zione un fascio di fotoni di energia
molto bassa? L'idea non funziona per
un'altra conseguenza, più complessa,
della teoria quantistica. Questa prevede
che un recipiente le cui pareti e il cui
interno siano a temperatura uniforme si
riempia di un «gas» di fotoni. Le lun-
ghezze d'onda dei fotoni dipendono dal-
la temperatura del recipiente. Questo
gas di fotoni è responsabile della lumi-
nosità uniforme di colore giallo o aran-
cione che si osserva all'interno di una
fornace. (A temperatura ambiente i fo-
toni hanno per lo più energie corrispon-
denti alla zona infrarossa dello spettro e
quindi non sono visibili.)

A prima vista, il gas di fotoni sembre-
rebbe un'ottima sorgente di luce per
mezzo della quale il diavoletto potrebbe
osservare le molecole, risparmiando così
il costo entropico di una lampada. Ma
una conseguenza sorprendente del se-
condo principio, scoperta nel 1859 da
Gustav Robert Kirchhoff, è che risulta
impossibile vedere gli oggetti contenuti
in un recipiente a temperatura uniforme
usando la radiazione luminosa emessa
dal recipiente stesso. In effetti, se si os-
serva, per esempio, l'interno di un forno
nel quale vengono cotti alcuni vasi,
si vede una luminescenza arancione uni-
forme, quasi completamente priva di
contrasto, anche se i vasi hanno colo-

ri e superfici completamente diversi.
Gli oggetti nel forno appaiono come

se avessero tutti la medesima luminosità
e tonalità di colore, ma si può verificare
che non è così illuminandoli dall'esterno
con un fascio di luce sufficientemente in-
tenso. La ragione per la quale gli oggetti
nel forno quasi scompaiono è che quelli
scuri (che riflettono meno la luce) emet-
tono una luce più intensa di quelli chiari
(più riflettenti): in questo modo, l'inten-
sità totale della luce (emessa e riflessa)
che proviene da ogni oggetto è sempre
la stessa.

Per comprendere perché debba verifi-
carsi questo strano livellamento, suppo-
niamo che esso non avvenga e pensiamo
a quali potrebbero essere le conseguenze
per il secondo principio. Immaginiamo
che due oggetti, per esempio un vaso e
una pentola, siano posti uno vicino al-
l'altro in un forno a temperatura unifor-
me. Se l'intensità della luce che lascia il
vaso in direzione della pentola fosse
maggiore di quella cha va dalla pentola
al vaso, si avrebbe un flusso di energia
dal vaso alla pentola. Questa si scalde-
rebbe mentre il primo si raffredderebbe.

Quindi, senza spendere lavoro, due
oggetti inizialmente alla stessa tempera-
tura assumerebbero temperature diver-
se, in contraddizione con il secondo
principio, proprio come se un diavoletto
di Maxwell si fosse interposto fra di essi.
Allora, se il secondo principio deve es-
sere valido, gli oggetti in un forno a tem-
peratura uniforme non possono avere
luminosità superficiali diverse.

Per vedere gli oggetti contenuti in una
fornace è quindi indispensabile illumi-
narli dall'esterno, per esempio con una
lampada il cui filamento sia a tempera-
tura superiore di quella esistente dentro
il forno. Nella nostra esperienza quoti-
diana una simile sorgente di luce, il Sole,
ci consente di vedere gli oggetti entro
contenitori che si trovano tutti a tempe-
ratura ambiente.

Brillouin, Gabor e altri, armati della
loro conoscenza delle proprietà del gas
di fotoni, sostenevano che il diavoletto
di Maxwell non potesse vedere le mole-
cole da selezionare senza impiegare una
qualche sorgente di luce. Pertanto con-
cludevano che esso non poteva violare il
secondo principio. Ogni qual volta il dia-
voletto osserva una molecola, deve dis-
sipare almeno l'energia di un fotone e
questa energia deve essere superiore a
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La macchina di Szilard, descritta da Leo Szilard nel 1929, sembra poter convertire il calore
dell'ambiente in lavoro, violando il secondo principio. La macchina (1) è costituita da un cilindro
con le estremità chiuse da pistoni; è munita di un setto mobile e di apparecchiature per osservare
il contenuto del cilindro e memorizzare le osservazioni, Il cilindro contiene una sola molecola.
All'inizio del ciclo (2) si abbassa il setto, intrappolando la molecola in una metà del cilindro. Il
sistema di osservazione determina e memorizza la posizione della molecola (3) e il pistone dalla
parte opposta viene spinto fino a toccare il setto (4). Il pistone viene spostato senza compiere
lavoro, dato che si muove nel vuoto. Poi il setto viene ritirato (5) e la molecola urta il pistone (il
gas monomolecolare si «espande»), spingendolo indietro (6). L'energia spesa dalla molecola nel
compiere lavoro sul pistone è compensata dal calore sottratto all'ambiente. Quando il pistone è
tornato nella posizione originale (7), la memoria viene cancellata (8) e il ciclo può ricominciare.
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L'espansione libera di un gas è un processo termodinamicamente irre- dell'appararato sperimentale illustrato. Quando il setto fra i recipienti
versibile durante il quale l'entropia, ovvero il disordine. dell'universo viene forato, le molecole fluiscono da un recipiente all'altro fino a quan-
cresce. Un gas è inizialmente confinato in uno di due recipienti (a) do il loro numero da entrambi i lati del setto è circa uguale (b).
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un semplice analogo meccanico del
diavoletto non può funzionare, forse

la cosa è possibile per un essere intelli-
gente. In effetti, qualche tempo dopo
che Maxwell aveva descritto il suo dia-
voletto, diversi ricercatori giunsero a
pensare che il fattore critico che consen-
tiva al diavoletto di operare fosse appun-
to l'intelligenza. Per esempio, in un ar-
ticolo del 1914, Smoluchowski scrisse:
«Per quanto ne sappiamo oggi, non esi-
ste alcuna macchina automatica in grado
di realizzare un moto perpetuo, malgra-
do la presenza di fluttuazioni molecolari,
ma un simile apparecchio potrebbe forse
funzionare , qualora fosse azionato da es-
seri intelligenti».

Il fisico Leo Szilard affrontò una trat-
tazione quantitativa del problema in
un lavoro pubblicato nel 1929 il cui titolo
può essere così tradotto: Sulla diminu-
zione di entropia di un sistema termodi-
namico in seguito all'intervento di esseri
intelligenti. Sebbene il titolo sembri am-
mettere la possibilità che un diavoletto
intelligente violi il secondo principio,
nello scritto si confuta tale ipotesi per
sostenere che nessun essere, intelligente
o meno, può comportarsi come il diavo-
letto di Maxwell. Szilard riteneva che le
osservazioni, o misurazioni, che il diavo-
letto deve compiere (per esempio, per
determinare da che parte arriva una mo-
lecola) non possano venire effettuate
senza spendere una quantità di lavoro
sufficiente a produrre un aumento di en-
tropia tale da impedire la violazione del
secondo principio.

Szilard aveva preso in considerazione
un diavoletto che differiva sotto vari
aspetti da quello proposto da Maxwell
e che venne quindi chiamato macchina
di Szilard. (La macchina che sto per de-
scrivere differisce però leggermente da
quella di Szilard.) Il componente princi-
pale della macchina è un cilindro nel
quale è contenuta una sola molecola,
soggetta ad agitazione termica casuale.
Ciascuna estremità del cilindro è chiusa

da un pistone e a metà del cilindro può
essere inserito un setto mobile sottile in
grado di intrappolare la molecola in una
delle due metà. La macchina è pure mu-
nita di dispositivi di osservazione per de-
terminare in quale metà del cilindro si
trovi la molecola e di un sistema di me-
moria per registrare l'informazione.II ci-
clo della macchina consiste di sei fasi.
Nella prima si inserisce il setto, intrap-
polando la molecola in una delle due me-
tà del cilindro. Szilard riteneva che, in
via teorica, il lavoro per l'inserzione del
setto potesse essere reso trascurabile.

Nella fase successiva la macchina de-
termina in quale delle due metà del ci-
lindro si trovi la molecola. Il sistema di
memoria può trovarsi in tre stati distinti.
Uno stato indifferente mostra che non è
stata compiuta alcuna osservazione, uno
stato S indica che la molecola è intrap-
polata a sinistra e uno stato D corrispon-
de alla situazione in cui la molecola è a
destra. Quando si effettua la determina-
zione, la memoria passa dallo stato in-
differente a uno degli altri due.

La terza fase del ciclo, che può essere
considerata una compressione, dipende
dalle conoscenze acquisite nella fase pre-
cedente. Il pistone posto nella metà nella
quale non si trova la molecola viene spin-
to fino a toccare il setto. Diversamente
dalla fase di compressione di un motore
a combustione interna, questa compres-
sione non richiede lavoro, perché il pi-
stone «comprime» uno spazio vuoto. La
molecola, intrappolata dall'altra parte
del setto, non può opporre resistenza al
movimento del pistone.

Successivamente, nella quarta fase,
viene rimosso il setto, consentendo alla
molecola di urtare il pistone che è appe-
na avanzato e di esercitare su di esso una
pressione.

Nella quinta fase, che può venire detta
fase di potenza, la pressione della mole-
cola riporta il pistone nella posizione ori-
ginale, compiendo lavoro su di esso. L'e-
nergia che la molecola fornisce al pistone

viene rimpiazzata dal calore diffuso dal-
l'ambiente attraverso la parete del cilin-
dro, perciò la molecola continua a muo-
versi alla medesima velocità media. Il
risultato è quindi quello di convertire il
calore sottratto all'ambiente in lavoro
meccanico eseguito sul pistone.

Nella sesta e ultima fase la macchina
azzera la sua memoria, riportandola nel-
lo stato indifferente. Essa ha ora assunto
la stessa configurazione che aveva all'i-
nizio e il ciclo può venire ripetuto.

C
ipmplessivamente le sei fasi sembra-
no essere riuscite a convertire il ca-

lore sottratto all'ambiente in lavoro, fa-
cendo tornare il gas e la macchina esat-
tamente allo stato iniziale. Se non è av-
venuto alcun altro mutamento, nel corso
del ciclo compiuto dalla macchina l'en-
tropia dell'universo è diminuita. In linea
di principio, il ciclo potrebbe venire ri-
petuto quante volte si vuole, ottenendo
come risultato una violazione arbitraria-
mente grande del secondo principio.

La soluzione del paradosso proposta
da Szilard consisteva nel postulare che
l'atto della misurazione, nel corso del
quale viene determinata la posizione
della molecola, implichi un aumento di
entropia tale da compensare la diminu-
zione di entropia ottenuta durante la fa-
se di potenza. Szilard rimase alquanto
vago a proposito della natura e della col-
locazione dell'aumento di entropia ma,
negli anni che seguirono la pubblicazio-
ne del suo lavoro, parecchi fisici, e fra
questi in particolare Léon Brillouin (che
nel 1956 scrisse un volume sulla scienza
e la teoria dell'informazione tradotto nel
1962 in inglese) e Denis Gabor (l'inven-
tore dell'olografia), cercarono di dare
delle basi alla postulata irreversibilità
della misurazione. In particolare, tenta-
rono di valutare il costo, in termini di
energia e di entropia, dell'osservazione
di una molecola, colpendola con un fa-
scio di luce e osservandone la riflessione.

Brillouin e Gabor basarono il loro la-

voro su una teoria che si era sviluppata
fin dai tempi di Maxwell: la teoria quan-
tistica della radiazione. Secondo la teo-
ria ondulatoria classica della radiazione
(alla quale Maxwell diede contributi fon-
damentali) l'energia di un raggio di luce
può essere arbitrariamente piccola. Ma,
secondo la teoria quantistica, la luce è
costituita da pacchetti di energia, i foto-
ni. L'energia di un fotone dipende dalla
sua lunghezza d'onda (legata alla sensa-
zione di colore che esso produce) ed è
impossibile osservare meno di un singolo
fotone. Le argomentazioni di Brillouin
si basavano sul fatto che per osservare
una molecola questa deve diffondere al-
meno un fotone del fascio di luce usato
per osservarla e quando l'energia del fo-
tone viene dissipata in calore si ha un
aumento di entropia almeno uguale alla
diminuzione ottenibile dalla macchina di
Szilard in seguito all'informazione ac-
quisita sulla posizione della molecola
che ha interagito con la luce.

VOI erché allora non usare per l'osserva-
-L zione un fascio di fotoni di energia
molto bassa? L'idea non funziona per
un'altra conseguenza, più complessa,
della teoria quantistica. Questa prevede
che un recipiente le cui pareti e il cui
interno siano a temperatura uniforme si
riempia di un «gas» di fotoni. Le lun-
ghezze d'onda dei fotoni dipendono dal-
la temperatura del recipiente. Questo
gas di fotoni è responsabile della lumi-
nosità uniforme di colore giallo o aran-
cione che si osserva all'interno di una
fornace. (A temperatura ambiente i fo-
toni hanno per lo più energie corrispon-
denti alla zona infrarossa dello spettro e
quindi non sono visibili.)

A prima vista, il gas di fotoni sembre-
rebbe un'ottima sorgente di luce per
mezzo della quale il diavoletto potrebbe
osservare le molecole, risparmiando così
il costo entropico di una lampada. Ma
una conseguenza sorprendente del se-
condo principio, scoperta nel 1859 da
Gustav Robert Kirchhoff, è che risulta
impossibile vedere gli oggetti contenuti
in un recipiente a temperatura uniforme
usando la radiazione luminosa emessa
dal recipiente stesso. In effetti, se si os-
serva, per esempio, l'interno di un forno
nel quale vengono cotti alcuni vasi,
si vede una luminescenza arancione uni-
forme, quasi completamente priva di
contrasto, anche se i vasi hanno colo-

ri e superfici completamente diversi.
Gli oggetti nel forno appaiono come

se avessero tutti la medesima luminosità
e tonalità di colore, ma si può verificare
che non è così illuminandoli dall'esterno
con un fascio di luce sufficientemente in-
tenso. La ragione per la quale gli oggetti
nel forno quasi scompaiono è che quelli
scuri (che riflettono meno la luce) emet-
tono una luce più intensa di quelli chiari
(più riflettenti): in questo modo, l'inten-
sità totale della luce (emessa e riflessa)
che proviene da ogni oggetto è sempre
la stessa.

Per comprendere perché debba verifi-
carsi questo strano livellamento, suppo-
niamo che esso non avvenga e pensiamo
a quali potrebbero essere le conseguenze
per il secondo principio. Immaginiamo
che due oggetti, per esempio un vaso e
una pentola, siano posti uno vicino al-
l'altro in un forno a temperatura unifor-
me. Se l'intensità della luce che lascia il
vaso in direzione della pentola fosse
maggiore di quella cha va dalla pentola
al vaso, si avrebbe un flusso di energia
dal vaso alla pentola. Questa si scalde-
rebbe mentre il primo si raffredderebbe.

Quindi, senza spendere lavoro, due
oggetti inizialmente alla stessa tempera-
tura assumerebbero temperature diver-
se, in contraddizione con il secondo
principio, proprio come se un diavoletto
di Maxwell si fosse interposto fra di essi.
Allora, se il secondo principio deve es-
sere valido, gli oggetti in un forno a tem-
peratura uniforme non possono avere
luminosità superficiali diverse.

Per vedere gli oggetti contenuti in una
fornace è quindi indispensabile illumi-
narli dall'esterno, per esempio con una
lampada il cui filamento sia a tempera-
tura superiore di quella esistente dentro
il forno. Nella nostra esperienza quoti-
diana una simile sorgente di luce, il Sole,
ci consente di vedere gli oggetti entro
contenitori che si trovano tutti a tempe-
ratura ambiente.

Brillouin, Gabor e altri, armati della
loro conoscenza delle proprietà del gas
di fotoni, sostenevano che il diavoletto
di Maxwell non potesse vedere le mole-
cole da selezionare senza impiegare una
qualche sorgente di luce. Pertanto con-
cludevano che esso non poteva violare il
secondo principio. Ogni qual volta il dia-
voletto osserva una molecola, deve dis-
sipare almeno l'energia di un fotone e
questa energia deve essere superiore a

1 MEMORIA
 

SETTO

ww±wmn 

/v-MOBILE

2

3

o.

4

La macchina di Szilard, descritta da Leo Szilard nel 1929, sembra poter convertire il calore
dell'ambiente in lavoro, violando il secondo principio. La macchina (1) è costituita da un cilindro
con le estremità chiuse da pistoni; è munita di un setto mobile e di apparecchiature per osservare
il contenuto del cilindro e memorizzare le osservazioni, Il cilindro contiene una sola molecola.
All'inizio del ciclo (2) si abbassa il setto, intrappolando la molecola in una metà del cilindro. Il
sistema di osservazione determina e memorizza la posizione della molecola (3) e il pistone dalla
parte opposta viene spinto fino a toccare il setto (4). Il pistone viene spostato senza compiere
lavoro, dato che si muove nel vuoto. Poi il setto viene ritirato (5) e la molecola urta il pistone (il
gas monomolecolare si «espande»), spingendolo indietro (6). L'energia spesa dalla molecola nel
compiere lavoro sul pistone è compensata dal calore sottratto all'ambiente. Quando il pistone è
tornato nella posizione originale (7), la memoria viene cancellata (8) e il ciclo può ricominciare.
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La macchina di Szilard

per non violare il secondo 
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macchine termodinamiche quantistiche



quantum optomechanics



because phaseonium is different from freon and
steam, a new, variable ! is now available.

There is a useful connection to be made
with the work of Ramsey (13), who showed
that Kelvin-Planck statement of the second
law had to be extended when negative tem-
peratures were included for quantum me-
chanical spin 1/2 systems. We too find that
quantum coherence allows us to extend Car-
not’s famous result and obtain work from a
single reservoir.

The quantum heat engine concept was orig-
inally introduced in connection with the maser
(14) and was extended in many interesting later
works (15). Recent studies on the quantum
Carnot cycle are given in (16, 17), especially
the analysis of a photo-Carnot QHE driven by a
multi-mode radiation field (18).

The stimulus for our work came from two
innovations in quantum optics: the micromaser
(microlaser) (19) and lasing without inversion
(3). In micromasers and microlasers, the radia-
tion cavity lifetime is so long that a modest
beam of excited atoms can sustain laser oscil-
lation. In LWI, the atoms have a nearly degen-
erate pair of levels making up the ground state
(Fig. 1C). When the lower level pair is coher-
ently prepared, a small excited state population
can yield lasing (without inversion). Here, the
“engine” is a microlaser cavity in which one
mirror is a piston driven by the radiation pres-
sure (20) given by

PV ! "# !n (1)

where P is the radiation pressure, V is the

cavity volume, # $ S%c/L is the frequency
for a cavity of length L where S is an integer,
and !n is the average number of thermal pho-
tons in the mode (21).

Thus the rate of change of average photon
number, !n!, generated by phased three-level
(phaseonium) atoms, is

n"! ! &[2Pa( !n! " 1) # 'Pb " Pc)(1(εcos!)!n!]

(2)

where & is a simple rate factor, ε, is propor-
tional to the magnitude of atomic coherence
in the lower atomic levels b and c, and Pa, Pb,
and Pc are the thermal Boltzmann factors for
the levels a, b, and c, respectively.

Solving for n̄! in steady state we find

!n) ! !n(1*!nεcos!) !
kTh

"#
(1 * n̄εcos!) (3)

where !n $ [(Pb ( Pc)/2Pa * 1]*1 is the
average photon number in the absence of
atomic coherence. When # ++ , (Fig. 1C),
!n $ (exp("#/kTh) * 1)*1. Here, k is the
Boltzmann constant.

The radiation field generated by phase-
coherent atoms is still a thermal field. That is,
!n! and all higher order moments are charac-
terized by a single temperature T! (10, 11).
Thus, we write !n! $ kT!/"#, which taken
together with Eq. 3 yields

T! ! Th(1*!nεcos!) (4)

This is our main result. If we adjust the
relative phase between b and c by, for exam-
ple, varying the phase of a microwave field

preparing the coherence so that ! $ %, the
radiation temperature is T% $ Th(1 ( n̄ε).
Hence, for large enough !n the temperature
difference T% * Th can be applicable even for
very small ε.

To substantiate the preceding heuristic
analysis and to determine ε, etc., we pro-
ceeded to sketch the density matrix and
thermodynamic analysis. As shown in (10–
12), Eq. 4 can be derived from an extension
of the quantum theory of a laser without
inversion

n" ! ! &-2.aa' !n! " 1/ # '.bb " .cc " .bc

" .cb/n̄!0 (5)
where the elements of the density matrix are
given by

".aa
0
0

0
.bb
.cb

0
.bc
.cc
#$

$
Pa

0
0

0
Pb(1

.cb

0
.bc

Pc*1%
In Eqs. 5 and 6, the off-diagonal element .bc

describes, or perhaps better defines, the co-
herence between b and c. This coherence is
model-dependent, and the case of micro-
wave-induced coherence is discussed. The
concomitant changes in Pb and Pc, denoted
by 1 in Eq. 6, are negligible.

Comparing Eqs. 5 and 6, we see that ε $
22.bc2/(Pb ( Pc) because .bc ( .cb $
22.bc2cos!. In the high-temperature limit, Pb

3 Pc 3 1/3, which gives ε $ 32.bc2.
The preceding basics provide a foundation

for treating the single-mode “photon” QHE.
Here, we focus on a Carnot cycle operation
consisting of four steps (Fig. 2): (i) isother-
mal expansion from 1 to 2 at a higher tem-
perature determined by the thermally excited
atoms, (ii) shutting off of the atomic beam

Fig. 1. (A) Photo-Carnot engine in which radiation pressure from a thermally excited single-mode field
drives a piston. Atoms flow through the engine and keep the field at a constant temperature Trad for the
isothermal 13 2 portion of the Carnot cycle (Fig. 2). Upon exiting the engine, the bath atoms are cooler
than when they entered and are reheated by interactions with the hohlraum at Th and “stored” in
preparation for the next cycle. The combination of reheating and storing is depicted in (A) as the heat
reservoir. A cold reservoir at Tc provides the entropy sink. (B) Two-level atoms in a regular thermal
distribution, determined by temperature Th, heat the driving radiation to Trad$ Th such that the regular
operating efficiency is given by 4. (C) When the field is heated, however, by a phaseonium in which the
ground state doublet has a small amount of coherence and the populations of levels a, b, and c, are
thermally distributed, the field temperature is Trad + Th, and the operating efficiency is given by 4!,
where % can be read off from Eq. 7. (D) A free electron propagates coherently from holes b and c with
amplitudes B and C to point a on screen. The probability of the electron landing at point a shows the
characteristic pattern of interference between (partially) coherent waves. (E) A bound atomic electron
is excited by the radiation field from a coherent superposition of levels b and c with amplitudes B and
C to level a. The probability of exciting the electron to level a displays the same kind of interference
behavior as in the case of free electrons; i.e., as we change the relative phase between levels b and c,
by, for example, changing the phase of the microwave field which prepares the coherence, the
probability of exciting the atom varies sinusoidally, as indicated in Eq. 4.

Fig. 2. Temperature-entropy diagram for Car-
not cycle engine. In the present QHE, Qin is
provided by the hot atoms. When Th $ Tc, the
photo-Carnot engine can still produce useful
work if the coherent three-level heat bath at-
oms (Fig. 1C) are “phased” such that ! $ %.
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because phaseonium is different from freon and
steam, a new, variable ! is now available.

There is a useful connection to be made
with the work of Ramsey (13), who showed
that Kelvin-Planck statement of the second
law had to be extended when negative tem-
peratures were included for quantum me-
chanical spin 1/2 systems. We too find that
quantum coherence allows us to extend Car-
not’s famous result and obtain work from a
single reservoir.

The quantum heat engine concept was orig-
inally introduced in connection with the maser
(14) and was extended in many interesting later
works (15). Recent studies on the quantum
Carnot cycle are given in (16, 17), especially
the analysis of a photo-Carnot QHE driven by a
multi-mode radiation field (18).

The stimulus for our work came from two
innovations in quantum optics: the micromaser
(microlaser) (19) and lasing without inversion
(3). In micromasers and microlasers, the radia-
tion cavity lifetime is so long that a modest
beam of excited atoms can sustain laser oscil-
lation. In LWI, the atoms have a nearly degen-
erate pair of levels making up the ground state
(Fig. 1C). When the lower level pair is coher-
ently prepared, a small excited state population
can yield lasing (without inversion). Here, the
“engine” is a microlaser cavity in which one
mirror is a piston driven by the radiation pres-
sure (20) given by

PV ! "# !n (1)

where P is the radiation pressure, V is the

cavity volume, # $ S%c/L is the frequency
for a cavity of length L where S is an integer,
and !n is the average number of thermal pho-
tons in the mode (21).

Thus the rate of change of average photon
number, !n!, generated by phased three-level
(phaseonium) atoms, is

n"! ! &[2Pa( !n! " 1) # 'Pb " Pc)(1(εcos!)!n!]

(2)

where & is a simple rate factor, ε, is propor-
tional to the magnitude of atomic coherence
in the lower atomic levels b and c, and Pa, Pb,
and Pc are the thermal Boltzmann factors for
the levels a, b, and c, respectively.

Solving for n̄! in steady state we find

!n) ! !n(1*!nεcos!) !
kTh

"#
(1 * n̄εcos!) (3)

where !n $ [(Pb ( Pc)/2Pa * 1]*1 is the
average photon number in the absence of
atomic coherence. When # ++ , (Fig. 1C),
!n $ (exp("#/kTh) * 1)*1. Here, k is the
Boltzmann constant.

The radiation field generated by phase-
coherent atoms is still a thermal field. That is,
!n! and all higher order moments are charac-
terized by a single temperature T! (10, 11).
Thus, we write !n! $ kT!/"#, which taken
together with Eq. 3 yields

T! ! Th(1*!nεcos!) (4)

This is our main result. If we adjust the
relative phase between b and c by, for exam-
ple, varying the phase of a microwave field

preparing the coherence so that ! $ %, the
radiation temperature is T% $ Th(1 ( n̄ε).
Hence, for large enough !n the temperature
difference T% * Th can be applicable even for
very small ε.

To substantiate the preceding heuristic
analysis and to determine ε, etc., we pro-
ceeded to sketch the density matrix and
thermodynamic analysis. As shown in (10–
12), Eq. 4 can be derived from an extension
of the quantum theory of a laser without
inversion

n" ! ! &-2.aa' !n! " 1/ # '.bb " .cc " .bc

" .cb/n̄!0 (5)
where the elements of the density matrix are
given by

".aa
0
0

0
.bb
.cb

0
.bc
.cc
#$

$
Pa

0
0

0
Pb(1

.cb

0
.bc

Pc*1%
In Eqs. 5 and 6, the off-diagonal element .bc

describes, or perhaps better defines, the co-
herence between b and c. This coherence is
model-dependent, and the case of micro-
wave-induced coherence is discussed. The
concomitant changes in Pb and Pc, denoted
by 1 in Eq. 6, are negligible.

Comparing Eqs. 5 and 6, we see that ε $
22.bc2/(Pb ( Pc) because .bc ( .cb $
22.bc2cos!. In the high-temperature limit, Pb

3 Pc 3 1/3, which gives ε $ 32.bc2.
The preceding basics provide a foundation

for treating the single-mode “photon” QHE.
Here, we focus on a Carnot cycle operation
consisting of four steps (Fig. 2): (i) isother-
mal expansion from 1 to 2 at a higher tem-
perature determined by the thermally excited
atoms, (ii) shutting off of the atomic beam

Fig. 1. (A) Photo-Carnot engine in which radiation pressure from a thermally excited single-mode field
drives a piston. Atoms flow through the engine and keep the field at a constant temperature Trad for the
isothermal 13 2 portion of the Carnot cycle (Fig. 2). Upon exiting the engine, the bath atoms are cooler
than when they entered and are reheated by interactions with the hohlraum at Th and “stored” in
preparation for the next cycle. The combination of reheating and storing is depicted in (A) as the heat
reservoir. A cold reservoir at Tc provides the entropy sink. (B) Two-level atoms in a regular thermal
distribution, determined by temperature Th, heat the driving radiation to Trad$ Th such that the regular
operating efficiency is given by 4. (C) When the field is heated, however, by a phaseonium in which the
ground state doublet has a small amount of coherence and the populations of levels a, b, and c, are
thermally distributed, the field temperature is Trad + Th, and the operating efficiency is given by 4!,
where % can be read off from Eq. 7. (D) A free electron propagates coherently from holes b and c with
amplitudes B and C to point a on screen. The probability of the electron landing at point a shows the
characteristic pattern of interference between (partially) coherent waves. (E) A bound atomic electron
is excited by the radiation field from a coherent superposition of levels b and c with amplitudes B and
C to level a. The probability of exciting the electron to level a displays the same kind of interference
behavior as in the case of free electrons; i.e., as we change the relative phase between levels b and c,
by, for example, changing the phase of the microwave field which prepares the coherence, the
probability of exciting the atom varies sinusoidally, as indicated in Eq. 4.

Fig. 2. Temperature-entropy diagram for Car-
not cycle engine. In the present QHE, Qin is
provided by the hot atoms. When Th $ Tc, the
photo-Carnot engine can still produce useful
work if the coherent three-level heat bath at-
oms (Fig. 1C) are “phased” such that ! $ %.
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Extracting Work from a Single
Heat Bath via Vanishing
Quantum Coherence

Marlan O. Scully,1,2 M. Suhail Zubairy,1,3 Girish S. Agarwal,1,4

Herbert Walther2

We present here a quantum Carnot engine in which the atoms in the heat bath
are given a small bit of quantum coherence. The induced quantum coherence
becomes vanishingly small in the high-temperature limit at which we operate
and the heat bath is essentially thermal. However, the phase !, associated with
the atomic coherence, provides a new control parameter that can be varied to
increase the temperature of the radiation field and to extract work from a single
heat bath. The deep physics behind the second law of thermodynamics is not
violated; nevertheless, the quantum Carnot engine has certain features that are
not possible in a classical engine.

Carnot showed that every heat engine has the
same maximum efficiency, determined only
by the temperatures of the high-temperature
energy source at Th and the low-temperature
entropy sink at Tc (1). Specifically, the Car-
not efficiency for converting heat into work is
given by " # 1 $ Tc/Th. It follows that no
work can be extracted from a single heat bath
when Tc # Th.

Here, we propose and analyze a new kind of
quantum Carnot engine powered by a special
quantum heat bath, which allows us to extract
work from a single thermal reservoir. In this
heat engine, radiation pressure drives the piston.
Thus the radiation is the working fluid (analo-
gous to steam), which is heated by a beam of
hot atoms (analogous to coal) (Fig. 1).

The temperature of the radiation “work-
ing fluid” is determined by hot bath atoms,
which are resonant with the field, and by
flow through the cavity. When powered by
the regular (two-level) thermal atoms (Fig.
1B), the engine efficiency is given by the
Carnot limit. However, when the heat bath
consists of hot (three-level) atoms that have
a small amount of coherence between the
two nearly degenerate lower levels, things
are very different.

It has been noted that such an ensemble of
atoms constitutes a new state of matter, appro-
priately called “phaseonium” (2), that makes
possible, for example, lasing without inversion
(LWI) (3). We show here how the use of quan-
tum coherence fundamentally alters quantum
heat engine (QHE) operation. In the photon

Carnot QHE (Fig. 1A), Th, Tc, and ! (the
atomic phase) are control parameters, and the
efficiency of converting heat to work is given
by "! (Fig. 1C). Thus, by the proper choice of
!, work is obtained even when Th # Tc, i.e.,
even when there is only one thermal bath.

There is an interesting connection between
this result and the demon suggested by Maxwell
(4) and recently demonstrated in an elegant
experiment by Linke et al. (5). This demon
could sort hot atoms from cold and, therefore,
could obtain work from a single heat bath. At
first, this would seem to violate the second law,
and there was much discussion and confusion
on the subject for the next half-century. Then
Szilard (6) made the important contribution of
devising a “single-atom heat engine” that ex-
tracted work from one bath by using (classical)
information about the atom. He thought, incor-
rectly, that it was the acquisition of information
(about the atom’s position) that costs energy and
saves the second law. It was left to Bennett and
Landauer (4) to show that it was not the act of
measurement but rather the process of preparing
the system to make the measurement that was
thermodynamically costly. From their point of
view, exorcising the demon was a problem
solved by (classical) information theory.

In a recent paper (7), we used a Stern-
Gerlach apparatus to sort hot spins from cold
ones, thus acting as a sort of quantum Max-
well’s demon. To achieve cyclic operation, we
prepared the atomic center of mass in a well-
defined state and used this source of (quantum)
negentropy to extract work from a single bath.
Moreover, it was shown that the cost of prepar-
ing the center of mass wave packet was enough
to “preserve” the second law.

Here, we get work from a single bath by
using quantum coherence instead of quantum
negentropy. This is possible because quantum

coherence allows us to break detailed balance
between emission and absorption as in the case
of LWI (Fig. 1, D and E). The connection with
Maxwell’s demon is clear. In (8) we trade in
quantum information (negentropy) to get useful
work as we increase overall entropy. With
phaseonium fuel, we get a kind of “sorting
action” in which hot atoms emit photons, but
cold atoms absorb less than they ordinarily
would. Phaseonium fuel uses quantum coher-
ence and interference to achieve single bath
operation in the spirit of Maxwell’s demon.

Here, we do not claim to have a “perpetual
mobile of the second kind.” We do claim to
be able to extract work from a single heat
bath. It takes energy, e.g., from an external
source of microwaves, to prepare the coher-
ence, but we may view this energy as part of
the refining process yielding “superoctane”
quantum fuel. Surely the “price at the pump”
of phaseonium is higher than regular fuel, but
once the tank is full, a little quantum coher-
ence allows our QHE to extract energy from
the high-temperature heat bath more effi-
ciently, to run faster, or to do both.

Alternatively, we could incorporate the mi-
crowave generator (which produces the coher-
ence) into the photo-Carnot engine as a kind of
“quantum supercharger.” This approach comes
closer to our recent conclusions on the quantum
afterburner (8). In (8), we proposed and ana-
lyzed a toy laser–Otto cycle engine hybrid in
which we used laser physics to improve engine
efficiency. Here, we use insights gleaned from
LWI studies to improve the operating character-
istics of the photo-Carnot quantum heat engine.
The overall operating efficiency of the quantum
supercharger photo-Carnot engine will be ana-
lyzed in detail elsewhere (9).

Various interesting aspects of phaseonium
fuel are also discussed elsewhere (10–12).
For example, the phase coherence comes at a
cost. However, it can be (and often is) very
long lived. Thus, it is possible that the atomic
coherence could be produced during a period
of “low power demand,” stored, and used
later as desired.

Consider another interesting example of
phaseonium fuel. Suppose we want to in-
crease the power output of a classical Carnot
engine. That would be easily obtained with a
hotter fuel and an increase in Th. But what if
the walls of the heat bath melt down for
temperature higher than Th? And suppose Tc

is as low as reasonably possible? Then, we
would be stuck. However, with phaseonium
fuel the heat bath may be held at Tc while the
working (photon) fluid is hotter than Th,
allowing us to coax a little more power from
the quantum engine.

The practicality and utility of the photo-
Carnot engine are not the problem here. But

1Department of Physics and Institute for Quantum
Studies, Texas A&M University, TX 77843, USA. 2Max-
Planck-Institut für Quantenoptik, D-85748 Garching,
Germany. 3Department of Electronics, Quaid-i-Azam
University, Islamabad, Pakistan. 4Physical Research
Laboratory, Navrangpura, Ahmedabad-380009, India.
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The Fundamental Physical  
Limits of Computation  

What constraints govern the physical process o f  computing? Is a 
minim um amount of  energy required, for example, per logic step? 
There seems to be no minimum, but some other questions are open 

by Charles H. Bennett and Rolf Landauer 

Acomputation, whether it is 
formed by electronic machin- 
ery, on an abacus or in a biolog- 

ical system such as the brain, is a physi- 
cal process. It is subject to the same 
questions that apply to other physical 
processes: How much energy must be 
expended to perform a particular com-
putation? How long must it take? How 
large must the computing device be? In 
other words, what are the physical lim- 
its of the process of computation? 

So far it has been easier to ask these 
questions than to answer them. To  the 
extent that we have found limits, they 
are terribly far away from the real lim-
its of modern technology. We cannot 
profess, therefore, to be guiding the 
technologist or the engineer. What we 
are doing is really more fundamental. 
We are looking for general laws that 
must govern all information process- 
ing, no  matter how it is accomplished. 
Any limits we find must be based sole- 
ly on fundamental physical principles, 
not on whatever technology we may 
currently be using. 

There are precedents for this kind 
of fundamental examination. In the 
1940's Claude E. Shannon of the Bell 
Telephone Laboratories found there 
are limits on the amount of informa- 
tion that can be transmitted through a 
noisy channel; these limits apply no 
matter how the message is encoded 
into a signal. Shannon's work repre- 
sents the birth of modern information 
science. Earlier, in the mid- and late 
19th century, physicists attempting to 
determine the fundamental limits on 
the efficiency of steam engines had cre- 
ated the science of thermodynamics. 
In about 1960 one of us (Landauer) 
and John at IBM began at-
tempting to apply the same type of 
analysis to the process of computing. 
Since the mid-1970's a growing num-

ber of other workers at  other institu-
tions have entered this field. 

In our analysis of the physical lim- 
its of computation we use the term "in-
formation" in the technical sense of 
information theory. In this sense infor-
mation is destroyed whenever two pre- 
viously distinct situations become in-
distinguishable. In physical systems 
without friction, information can nev- 
er be destroyed; whenever information 
is destroyed, some amount of ener-
gy must be dissipated (converted into 
heat). As an example, imagine two eas- 
ily distinguishable physical situations, 
such as a rubber ball held either one 
meter or two meters off the ground. If 
the ball is dropped, it will bounce. If 
there is no friction and the ball is per-
fectly elastic, an  observer will always 
be able to tell what state the ball start-
ed out in (that is, what its initial height 
was) because a ball dropped from two 
meters will bounce higher than a ball 
dropped from one meter. 

If there is friction, however, the ball 
will dissipate a small amount of ener-
gy with each bounce, until it eventual-
ly stops bouncing and comes to rest 
on the ground. It will then be impos-
sible to determine what the ball's ini- 
tial state was; a ball dropped from 
two meters will be identical with a ball 
dropped from one meter. Information 
will have been lost as a result of ener- 
gy dissipation. 

Here is another example of informa-
tion destruction: the expression 

2 + 2 contains more information than 
the expression =4. If all we know is 
that we have added two numbers to 
yield 4, then we do not know whether 
we have added 1 + 3, 2 + 2, + 4 or 
some other pair of numbers. Since the 
output is implicit in the input, no com-
putation ever generates information. 

In fact, computation as it is current-
ly carried out depends on many opera-
tions that destroy information. The so-
called and gate is a device with two 
input lines, each of which may be set at  
1 or 0, and one output, whose value 
depends on the value of the inputs. If 
both inputs are 1, the output will be 1. 
If one of the inputs is or if both are 0, 
the output will also be Any time the 
gate's output is a we lose informa-
tion, because we d o  not know which 
of three possible states the input lines 
were in and 1, 1 and 0, or and 0). 
In fact, any logic gate that has more in- 
put than output lines inevitably dis- 
cards information, because we cannot 
deduce the input from the output. 
Whenever we use such a "logically ir-
reversible" gate, we dissipate energy 
into the environment. Erasing a bit of 
memory, another operation that is fre- 
quently used in computing, is also fun- 
damentally dissipative; when we erase 
a bit, we lose all information about 
that bit's previous state. 

Are irreversible logic gates and era- 
sures essential to  computation? If they 
are, any computation we perform has 
to dissipate some minimum amount 
of energy. 

As one of us (Bennett) showed in 
1973, however, they are not essential. 
This conclusion has since been demon- 
strated in several models; the easiest of 
these to describe are based on so-called 
reversible logic elements such as the 
Fredkin gate, named for Edward 
kin of the Massachusetts Institute 
of Technology. The Fredkin gate has 
three input lines and three outputs. 
The input on one line, which is called 
the control channel, is fed unchanged 
through the gate. If the control channel 
is set a t  0, the input on the other two 
lines also passes through unchanged. If 
the control line is a 1, however, the 
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CONVENTIONAL COMPUTING DEVICES, the abacus and dissipative because of friction between its beads and rods. It could 
logic chip, both dissipate energy when they are operated. The not be built of frictionless components: if there were no static fric-
ic gates"central to the design of a chip expend energy because they tion, the positions would change under the influence of ran-
discard information. A chip consumes energy for a less fundamen- dom thermal motion. Static friction exerts a certain force 

reason as well: it employs circuits draw power even when no matter what the beads' velocity, and so there is some minium en-
they merely hold information and do  not process it. The abacus is ergy that the abacus requires no matter how slowly it is operated. 
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outputs of the other two lines are 
switched: the input of one line be-
comes the output of the other and vice 
versa. The Fredkin gate does not dis-
card any information; the input can al-
ways be deduced from the output. 

Fredkin has shown that any logic de-
vice required in a computer can be im-
plemented by an appropriate arrange-
ment of Fredkin gates. To make the 
computation work, certain input lines 
of some of the Fredkin gates must be 
preset at particular values [see lower il-
lustration below]. 

Fredkin gates have more output 
lines than the gates they are made to 
simulate. In the process of computing, 
what seem to be "garbage bits," bits of 
information that have no apparent use, 
are therefore generated. These bits 
must somehow be cleared out of the 
computer if we are to use it again, but 

AND GATE 
INPUT OUTPUT 
A 

if we erase them, it will cost us all 
the energy dissipation we have been 
trying to avoid. 

Actually these bits have a most im-
portant use. Once we have copied 
down the result of our computation, 
which will reside in the normal output 
bits, we simply run the computer in 
reverse. That is, we enter the "gar-
bage bits" and output bits that were 
produced by the computer's normal 
operation as "input" into the "back 
end"of the computer. This is possible 
because each of the logic gates in the 
computer is itself reversible. Running 
the computer in reverse discards no in-
formation, and so it need not dissipate 
any energy. Eventually the computer 
will be left exactly as it was before the 
computation began. Hence it is possi-
ble to complete a "computing cyclew-
to run a computer and then to return 

OR GAT 
INPUT OUTPUT 
A 

it to its original state--without dissi-
pating any energy. 

So far we have discussed a set of log-
ic operations, not a physical device. 

It is not hard, however, to imagine 
a physical device that operates as a 
Fredkin gate. In this device the infor-
mation channels are represented by 
pipes. A bit of information is repre-
sented by the presence or absence of a 
ball in a particular section of pipe; the 
presence of a ball signifies a 1 and the 
absence of a ball signifies a 

The control line is represented by a 
narrow segment of pipe that is split 
lengthwise down the middle. When a 
ball enters the split segment of pipe, it 
pushes the two halves of the pipe 
apart, actuating a switching device. 
The switching device channels any in-
put balls that may be in the other two 
pipes: when a ball is present in the con-
trol line, any ball that enters an input 
pipe is automatically redirected to the 
other pipe. To ensure that the switch is 
closed when no control ball is present, 
there are springs that hold the two 
halves of the split pipe together. A ball B entering the split pipe must expend en-

CONVENTIONAL LOGIC GATES dissipate energy because they discard information. 
For example, if the output of an and gate is there is no way to deduce what the input was. 

REVERSIBLE 
GATE AND GATE 

INPUT OUTPUT 

A 

BIT 

REVERSIBLE LOGIC GATE need not dissipate energy; the input can always 
be deduced from the output. gate has a line, the value of which is not changed 
by gate. If the bit on the control line is a 0, the values of the other two lines are un-
touched; if it is a I, however, the input of line A becomes the output of line B and vice versa. 
Reversible gates can be arranged to implement any function performed by an irreversible 
gate. To implement the and operation (right) one input is preset to equal 0, and two output 
bits, called bits, are temporarily ignored. When the computation is complete, these 
bits are used to operate the gate in reverse, returning the computer to its original state. 

ergy when it compresses the springs, 
but this energy is not lost; it can be 
recovered when the control ball leaves 
the split pipe and the springs expand. 

All the balls are linked together and 
pushed forward by one mechanism, so 
that they move in synchrony; other-
wise we could not ensure that the vari-
ous input and controlling balls would 
arrive at a logic gate together. In a 
sense the forward progress of the com-
putation is really along a sin-
gle degree of freedom, the motion 
of two wheels rigidly attached to one 
axle. Once the computation is done we 
push all the balls backward, undoing 
all the operations and returning the 
computer to its initial state. 

If the entire assembly is immersed in 
an ideal viscous fluid, then the friction-
al forces that act on the balls will be 
proportional to velocity; there 
will be no static friction. The frictional 
force will therefore be very weak if we 
are content to move the balls slowly. In 
any mechanical system the energy that 
must be expended to work against fric-
tion is equal to the product of the fric-
tional force and the distance through 
which the system travels. (Hence the 
faster a swimmer travels between 
points, the more energy he or she will 
expend, although the distance traveled 
is the same whether the swimmer is 
fast or slow.) If we move the balls 
through the Fredkin gates at a low 
speed, then the energy expended (the 
product of force and distance) will be 
very small, because the frictional force 
depends directly on the balls' speed. In 
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IDEALIZED PHYSICAL REALIZATION of a Fredkin gate sub- control channel closed when no ball is in it. This gate does not need 
pipes for wires and the presence or absence of a ball for a static friction in order to operate; it could be immersed in a viscous 

1 or A narrow, split segment of pipe represents the control fluid, and the frictional forces could be made to depend only on 
When a ball passes through it, the pipe spreads apart, operating the balls' velocity. Then the energy dissipation could be as small as 

a switching mechanism; the mechanism in turn switches any input the user wished: to lower the amount of energy dissipated, it would 
ball from line A to line B and vice versa. A pair of springs keeps the only be necessary to drive the balls through the device more slowly. 

fact, we can expend as little energy as 
we wish, simply by taking a long time 
to carry the operation. There is 
thus no minimum amount of energy 
that must be expended in order to per-
form any given computation. 

The energy lost to  friction in this 
model will be very small if the ma-

chine is operated very slowly. Is it pos-
sible to design a more idealized ma-
chine that could compute without any 
friction? Or is friction essential to the 
computing process? Fredkin, together 
with Toffoli and others at 
M.I.T., has shown that it is not. 

They demonstrated that it is possible 
to do computation by firing ideal, fric-
tionless billiard balls a t  one another. In 
the billiard-ball model perfect reflect-
ing "mirrors," surfaces that redirect 
the balls' motion, are arranged in such 
a way that the movement of the balls 
across a table emulates the movement 
of bits of information through logic 
gates [see illustration on next page]. As 
before, the presence of a ball in a par-
ticular part of the computer signifies a 
1, whereas the absence of a ball signi-
fies a If two balls arrive simulta-
neously at a logic gate, they will collide 
and their paths will change; their new 
paths represent the output of the gate. 
Fredkin, Toffoli and others have de-

scribed arrangements of mirrors that 
correspond to different types of logic 
gate, and they have shown that 
ball models can be built to simulate 
any logic element that is necessary for 
computing. 

T o  start the computation we fire a 
billiard ball into the computer wherev-
er we wish to input a 1. The balls must 
enter the machine simultaneously. 
Since they are perfectly elastic, they 
do not lose energy when they collide; 
they will emerge from the computer 
with the same amount of kinetic ener-
gy we gave them at the beginning. 

In operation a billiard-ball comput-
er produces "garbage bits," just as a 
computer built of Fredkin gates does. 
After the computer has reached an an-
swer we reflect the billiard balls back 
into it, undoing the computation. They 
will come out of the exactly 
where we sent them in, and at  the same 
speed. The mechanism that launched 
them into the computer can then be 
used to absorb their kinetic energy. 
Once again we will have performed a 
computation and returned the com-
puter to its initial state without dissi-
pating energy. 

The billiard-ball computer has one 
major flaw: it is extremely sensitive to 
slight errors. If a ball is aimed slightly 
incorrectly or if a mirror is tilted at  a 

slightly wrong angle, the balls' trajec-
tories will go astray. One or more balls 
will deviate from their intended paths, 
and in due course errors will combine 
to invalidate the entire computation. 
Even if perfectly elastic and friction-
less billiard balls could be manufac-
tured, the small amount of random 
thermal motion in the molecules they 
are of would be enough to 
errors after a few dozen collisions. 

Of course we could install some kind 
of corrective device that would return 
any errant billiard ball to its desired 
path, but then we would be obliterat-
ing information about the ball's ear-

history. For example, we might 
be discarding information about the 
extent to a mirror is tilted incor-
rectly. Discarding information, even 
to correct an error, can be done only in 
a system in which there is friction and 
loss of energy. Any correctional device 
must therefore dissipate some energy. 

Many of the difficulties inherent in 
the billiard-ball computer can be made 
less extreme if microscopic or submi-
croscopic particles, such as electrons, 
are used in place of billiard balls. As 

H. Zurek, who is now at the 
Los Alamos National Laboratory, has 
pointed out, quantum laws, which can 
restrict particles to a few states of mo-
tion, could eliminate the possibility 
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that a particle might go astray by a 
small amount. 

Although the discussion so far has 
been based primarily on classical dy-
namics, several investigators have pro-
posed other reversible computers that 
are based on quantum-mechanical 
principles. Such computers, first pro-
posed by Paul Benioff of the Argonne 
National Laboratory and refined by 
others, notably Richard P. Feynman 
of the California Institute of Technol-
ogy, have so far been described only in 
the most abstract terms. Essentially 
the particles in these computers would 
be arranged so that the quantum-me-
chanical rules governing their interac-
tion would be precisely analogous to 
the rules describing the predicted out-
puts of various reversible logic gates. 
For example, suppose a particle's spin 
can have only two possible values: up 

AND NOT A 

AND NOT B 

A AND B 

(corresponding to a binary and down 
(corresponding to a The interac-
tions between particle spins can be pre-
scribed in such a way that the value of 
one particle's spin changes depending 
on the spin of nearby particles; the spin 
of the particle would correspond to 
one of the outputs of a logic gate. 

So far this discussion has concentrat-
ed on information processing. A 

computer must store information as 
well as process it. The interaction be-
tween storage and processing is best 
described in terms of a device called a 
Turing machine, for Alan M. Turing, 
who first proposed such a machine 
in 1936. A Turing machine can per-
form any computation that can be per-
formed by a modern computer. One of 
us (Bennett) has shown that it is possi-
ble to build a reversible Turing ma-

chine: a Turing machine that does not 
discard information and can therefore 
be run with as small an expenditure of 
energy as the user wishes. 

A Turing machine has several com-
ponents. There is a tape, divided into 
discrete frames or segments, each of 
which is marked with a or a 1; these 
bits represent the input. A 
head" moves along the tape. The head 
has several functions. It can read one 
bit of the tape at a time, it can print one 
bit onto the tape and it can shift its 
position by one segment to the left or 
right. In order to remember from one 
cycle to the next what it is doing, the 
head mechanism has a number 
tinct "states"; each state constitutes a 
slightly different configuration of the 
head's internal parts. 

In each cycle the head reads the bit 
on the segment it currently occupies; 

BILLIARD-BALL COMPUTER employs the movement of function of any logic chip. For example, a billiard-ball computer 
balls on a table to simulate the movement of bits through logic could be made to test whether a number is prime. One such comput-

gates. In billiard-ball logic gates (left) the paths are er accepts input any number this case 01101, 
by collisions with one another or with reflecting addi- or 13) and the input sequence 01. Like a gate, a bil-
tion to their role in gates, mirrors can deflect a ball's path (a), liard-ball computer typically returns more output bits than its user 
the pathsideways the withoutchangingits final needs. In the case shown, the computer the original input 
direction or position or allow two to crass (d). It  is possible number itself (which is the output), and an "answer" se-
to arrange mirrors so that the resulting implements the quence: 10 if input number is prime and 01 if it is composite. 
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then it prints a new bit onto the tape, 
changes its internal state and moves 
one segment to the left or right. The bit 
it prints, the state it changes into and 
the direction in which it moves are de-
termined by a fixed set of transition 
rules. Each rule specifies a particular 
set of actions. Which rule the machine 
follows is determined by the state of 
the head and the value of the bit that it 
reads from the tape. For example, one 
rule might be: "If the head is in state A 
and is sitting on a segment of tape that 
is printed with a it should change 
that bit to a 1, change its state to state B 
and move one segment to the right." It 
may happen that the transition rule in-
structs the machine not to change its 
internal state, not to print a new bit 
onto the tape or to halt its operation. 
Not all Turing machines are revers-
ible, but a reversible Turing machine 
can be built to perform any possible 
computation. 

The reversible Turing-machine 
models have an advantage over such 
machines as the frictionless 
ball computer. In the billiard-ball 
computer random thermal motion 
causes unavoidable errors. Reversible 
Turing-machine models actually ex-
ploit random thermal motion: they 
are constructed in such a way that ther-
mal motion itself, with the assistance 
of a very weak driving force, moves 
the machine from one state to the 
next. The progress of the computa-
tion resembles the motion of an ion (a 
charged particle) suspended in a solu-
tion that is held in a weak electric field. 
The ion's motion, as seen over a short 
period of time, appears to be random; 
it is nearly as likely to move in one 
direction as in another. The applied 
force of the electric field, however, 
gives the net motion a preferred direc-
tion: the ion is a little likelier to move 
in one direction than in the other. 

It may a t  first seem inconceivable 
that a purposeful sequence of opera-
tions, such as a computation, could be 
achieved in an apparatus whose direc-
tion of motion at  any one time is near-
ly random. This style of operation is 
quite common, however, in the micro-
scopic world of chemical reactions. 
There the trial-and-error action of 
Brownian motion, or random thermal 
motion, suffices to bring reactant mol-
ecules into contact, to orient and bend 
them into the specific conformation re-
quired for them to react, and to sepa-
rate the product molecules after the 
reaction. All chemical reactions are in 
principle reversible: the same Brown-
ian motion that accomplishes the for-
ward reaction sometimes brings prod-
uct molecules together and pushes 
them backward through the transition. 

TAPE 

TURING MACHINE can be constructed in such a way that it can perform any computa-
tion a computer can. An infinitely long tape is divided into discrete segments, each of which 
bears either a or a A head," which can be in any of several internal states 
(here there are only two states, A and B), moves along the tape. Each cycle begins as the 
head reads one bit from a segment of the tape. Then, in accordance with a set of transi-
tion rules, it writesa bit onto that segment, changes its own internalstate and moves one seg-
ment to the left or right. This Turing machine, because it has only two head states, can do 
only trivial computations; more complicated machines with more head states are capable 
of simulating any computer, even one much more complicated than themselves. To do so  
they store a representation of the larger machine's complete logical state on the unlimited 
tape and break down each complex cycle into a large number of simple steps. The ma-
chine shown is logically reversible: it is always possible to deduce machine's previous 
configuration. Other Turing machines, with different transition rules, are not reversible 

In a state of equilibrium a backward 
reaction is just as likely to occur as a 
forward one. 

In order to keep a reaction moving in 
the forward direction, we must supply 
reactant molecules and remove prod-
uct molecules; in effect, we must pro-
vide a small driving force. When the 
driving force is very small, the reaction 
will take nearly as many backward 
steps as forward ones, but on the aver-
age it will move forward. In order to 
provide the driving force we must ex-
pend energy, but as in our ball-and-
pipe realization of the Fredkin gate 
the total amount of energy can be as 
small as we wish; if we are willing to 
allow a long time for an operation, 
there is no minimum amount of ener-
gy that must be expended. The reason 
is that the total energy dissipated de-
pends on the number of forward steps 
divided by the number of backward 
steps. (It is actually proportional to the 
logarithm of this ratio, but as the ratio 
increases or decreases so does its loga-
rithm.) The slower the reaction moves 
forward, the smaller the ratio will be. 
(The apalogy of the faster and slower 
swimmers is valid once again: it re-
quires less total energy to go the same 
net number of reaction steps ,forward 
if moves slowly.) 

We can see how a Brownian Turing 
machine might work by examin-

ing a Brownian tape-copying machine 
that already exists in nature: RNA 
polymerase, the enzyme that helps to 
construct RNA copies of the DNA 

constituting a gene. A single strand of 
DNA is much like the tape of a Turing 
machine. At each position along the 
strand there is one of four "bases": 
adenine, guanine, cytosine or thymine 
(abbreviated A, C and T). RNA is 
a similar chainlike molecule whose 
four bases, adenine, guanine, cytosine 
and uracil (A, G, C and U) bind to 
"complementary" DNA bases. 

The RNA polymerase catalyzes this 
pairing reaction. The DNA helix is 
normally surrounded by a solution 
containing a large number of 
side triphosphate molecules, each con-
sisting of an RNA base linked to a 
sugar and a tail of three phosphate 
groups. The RNA-polymerase enzyme 
selects from the solution a single RNA 
base that is complementary to the base 
about to be copied on the DNA strand. 
It then attaches the new base to the end 
of the growing RNA strand and releas-
es two of the phosphates into the sur-
rounding solution as a free 
phate ion. Then the enzyme shifts for-
ward one notch along the strand of 
DNA in preparation for attaching the 
next RNA base. The result is a strand 
of RNA that is complementary to the 
template strand of DNA. Without 
RNA polymerase this set of reactions 
would occur very slowly, and there 
would be little guarantee that the RNA 
and DNA molecules would be com-
plementary. 

The reactions are reversible: some-
times the enzyme takes up a free 
phosphate ion, combines it with the 
last base on the RNA strand and 
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leases the resulting nucleoside 
phate molecule into the surrounding 
solution, meanwhile backing up one 
notch along the DNA strand. At equi-
librium, forward and backward steps 
would occur with equal frequency; 
normally other metabolic processes 
drive the reaction forward by remov-
ing pyrophosphate and supplying the 
four kinds of nucleoside triphosphate. 
In the laboratory the speed with which 
RNA polymerase acts can be varied by 
adjusting the concentrations of the re-
actants (as Judith and Michael 
J. Chamberlin of the University of 
California at Berkeley have shown). 
As the concentrations are brought 
closer to equilibrium the enzyme 
works more slowly and dissipates less 
energy to copy a given section of 
DNA, because the ratio of forward to 
backward steps is smaller. 

lthough RNA polymerase merely 
copies information without 

essing it, it is relatively easy to imagine 
how a hypothetical chemical Turing 
machine might work. The tape is a sin-
gle long backbone molecule to which 
two types of base, representing the bi-
nary and 1, attach at periodic sites. A 
small additional molecule is attached 
to the or 1 group at one site along the 
chain. The position of this additional 
molecule represents the position of 

the Turing machine's head. There are 
several different types of "head mole-
cule," each type representing a differ-
ent machine state. 

The machine's transition rules are 
represented by enzymes. Each enzyme 
is capable of catalyzing one particular 
reaction. The way these enzymes work 
is best demonstrated by an example. 

Suppose the head molecule is type 
A (indicating that the machine is in 
state A) and is attached to a base. 
Also suppose the following transition 
rule applies: "When the head is in state 
A and reads a change the to a 1, 
change state to B and move to the 
right." A molecule of the enzyme rep-
resenting this rule has a site that fits a 
type-A head molecule attached to a 1 
base. It also has one site that fits a 
base and one site that fits a B head [see 
illustration on opposite page]. 

To achieve the transition, the en-
zyme molecule first approaches the 
tape molecule at a location just to the 
right of the base on which the A head 
resides. Then it detaches from the tape 
both the head molecule and the base 
to which the head was attached, put-
ting in their place a 1 base. Next it 
attaches a B head to the base that is to 
the right of the 1 base it has just added 
to the tape. At this point the transition 
is complete. The head's original site is 
changed from a to a 1, the head 

cule is now a type B, and it is attached 
to the base that is one notch to the right 
of the previous head position. 

During the operation of a Brownian 
Turing machine the tape would have 
to be immersed in a solution contain-
ing many enzyme molecules, as well 
as extra O's, l's, A's and B's. T o  drive 
the reaction forward there would have 
to be some other reaction that cleaned 
the enzyme molecules of detached 
heads and bases. The concentrations 
of the reactants that clean the enzyme 
molecules represent the force that 
drives the Turing machine forward. 
Again we can expend as little energy 
as we wish simply by driving the ma-
chine forward very slowly. 

The enzymatic Turing machine 
would not be error-free. Occasionally 
a reaction that is not catalyzed by any 
enzyme might occur; for example, a 
base could spontaneously detach itself 
from the backbone molecule and a 1 
base could be attached in its place. 
Similar errors do indeed occur during 
RNA synthesis. 

In principle it would be possible to 
eliminate errors by building a Brown-
ian Turing machine out of rigid, fric- 
tionless clockwork. The clockwork 
Turing machine involves less idealiza-
tion than the billiard-ball computer 
but more than the enzymatic Turing 
machine. On the one hand, its parts 
need not be manufactured to perfect 
tolerances, as the billiard balls would 
have to be; the parts fit loosely togeth-
er, and the machine can operate even 
in the presence of a large amount of 
thermal noise. Still, its parts must be 
perfectly rigid and free of static fric-
tion, properties not found in any mac-
roscopic body. 

Because the machine's parts fit to-
gether loosely, they are held in place 
not by friction but by grooves or 
notches in neighboring parts [see illus-
tration on page Although each part 
of the machine is free to jiggle a lit-
tle, like the pieces of a well-worn 
wood puzzle, the machine as a whole 
can only follow one "computational 
path." That is, the machine's parts in-
terlock in such a way that at any time 
the machine can make only two kinds 
of large-scale motion: the motion cor-
responding to a forward computation-
al step and that corresponding to a 
backward step. 

The computer makes such transi-
tions only as the accidental result of 
the random thermal motion of its parts 
biased by the weak external force. It is 
nearly as likely to proceed backward 
along the computational path, undoing 
the most recent transition, as it is to 
proceed forward. A small force, pro-
vided externally, drives the computa-
tion forward. This force can again be 

RNA POLYMERASE 

RNA POLYMERASE, an enzyme, acts as a reversible tape-copying machine; it catalyzes 
the reaction that constructs RNA copies of segments of DNA. As the enzyme moves along 
a strand of DNA, it selects from the surrounding solution a nucleoside mole-
cule (an RNA base bound to a sugar and a "tail" of three phosphate groups) that is comple-
mentary to the DNA base about to be copied. It then attaches the new base to the end of the 
RNA strand and releases a free pyrophosphaie ion consisting of two phosphates. The reac-
tion is reversible: sometimes the enzyme takes the last link of RNA, attaches it to a 
phosphate ion and returns the resulting molecule to the solution, backing up a notch on the 
DNA strand. When the reaction is close to chemical equilibrium, the enzyme takes almost 
as many backward as forward steps and the total energy needed to copy any segment of 
DNA is very small. The reaction can be made less dissipative by being run more slowly; 
there is no minimum amount of energy that must be expended to copy a segment of DNA. 

FREE 
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as small as we wish, and so there is no 
minimum amount of energy that must 
be expended in order to run a Brown-
ian clockwork Turing machine. 

ccording toclassical thermodynam-
ics, then, there is no minimum 

amount of energy required in order to 
perform a computation. Is the classi-
cal thermodynamical analysis in con-
flict with quantum theory? After all, 
the quantum-mechanical uncertainty 
principle states there must be an in-
verse relation between our uncertain-
ty about how long a process takes and 
our uncertainty about how much ener-
gy the process involves. Some investi-
gators have suggested that any switch-
ing process occurring in a short period 
of time must involve a 
penditure of energy. 

In fact the uncertainty principle 
does not require any minimum energy 
expenditure for a fast switching event. 
The uncertainty principle would be ap-
plicable only if we attempted to meas-
ure the precise time at which the event 
took place. Even in quantum mechan-
ics extremely fast events can take 
place without any loss of energy. Our 
confidence that quantum mechanics 
allows computing without any mini-
mum expenditure is bolstered when 
we remember that Benioff and oth-
ers have developed models of reversi-
ble quantum-mechanical computers, 
which dissipate no energy and obey 
the laws of quantum mechanics. 

Thus the uncertainty principle does 
not seem to a fundamental limit 
on the of computation; neither 
does classical thermodynamics. Does 
this mean there are no limita-
tions to computing? Far from it. The 
real limitations are associated with 
questions that are much harder to an-
swer than those we have asked in this 
article. For example, do elementary 
logic operations require some mini-
mum amount of time? What is the 
smallest possible gadgetry that could 
accomplish such operations? Because 
scales of size and time are connected 
by the velocity of light, it is likely that 
these two questions have related an-
swers. We may not be able to find these 
answers, however, until it is deter-
mined whether or not there 
ultimate graininess in the universal 
scales of time and length. 

At the other extreme, how large can 
we make a computer memory? How 
many particles in the universe can we 
bring and keep together for that pur-
pose? The maximum possible size of a 
computer memory limits the precision 
with which we can calculate. It will 
limit, for example, the number of deci-
mal places to which we can calculate 
pi. The inevitable deterioration 

HYPOTHETICAL ENZYMATIC TURING MACHINE could perform a computation 
with no minimum expenditure of energy. Molecules representing and 1 bits are attached 
at periodic intervals to a backbone molecule. A small additional molecule, representing the 
Turing machine's head, is attached to the or 1 group at one site on the chain (I).There 
are several types of- head molecule, each type representing a different internal machine 
state. Transition rules are represented by enzymes. In each cycle an enzyme attaches itself 
to the head molecule and the bit molecule to which the head is attached (2); then it detaches 
them from the chain, putting in their place the appropriate bit molecule (3). As it does so it 
rotates, so that it attaches the appropriate head molecule to the bit that occupies the site one 
notch to the right or left of the hit it has just changed. Now the cycle is complete (4): the 
value of a bit has been changed, and the head has changed state and shifted its position. 

kind of enzyme to catalyze one such set of reactions. As in the case of RNA 
synthesis, these reactions can be made to dissipate an small amount of energy. 
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esses that occur in real computers pose are there certain calculations that can- mately be based, are themselves ex- 
another, perhaps related, question: not be completed before the comput- pressed in terms of such mathematical 
Can deterioration, at least in principle, er's hardware decays into uselessness? operations. Thus we are asking about 
be reduced to any desired degree, or Such questions really concern limi- the ultimate form in which the laws of 
does it impose a limit on the maximum on the physical execution of physics can be applied, given the con- 
length of time we shall be able to de- mathematical operations. Physical straints imposed by the universe that 
vote to any one calculation? That is, laws, on which the answers must ulti- the laws themselves describe. 

MASTER CAMSHAFT 

OBSTRUCTIVEREAD 

BROWNIAN CLOCKWORK TURING MACHINE, made out 
of rigid, frictionless parts, relies on random jiggling of its loosely 
fitted parts to change from state to state. When a part is held in 
place, it is not by friction by grooves or notches in neighboring 
parts. Parts interlock in such a way that they can follow only one 
"computational patb"; although are free to jiggle a little, the 
only large-scale motions they can make correspond to forward or 
backward computational steps. The operation of machine is 
driven slowly forward by a very weak force; a t  any instant the ma-
chine is almost as likely to move backward as forward. On the aver-
age, however, the machine will move forward and the computation 
will eventually end. The machine can be made to dissipate as small 
an  amount of energy as the user wishes, simply by employing a 
force of the correct weakness. Segments of tape are represented by 
grooved disks; bits are represented by E-shaped blocks, which are 
locked onto the disks in either the up (1)or the down (0) position. 
The head consists of a rigid framework and a complicated mecha-
nism (most of which is not shown) from which are suspended a read-
er, a manipulator and a screwdriver-shaped rod. The machine's 
operation is controlled by a grooved "master camshaft," which re-
sembles a phonograph record (top left and far right); different 
grooves correspond to different head states. At the beginning of a 
cycle the head is positioned above one of the disks and a is 
in the "read"segment of the groove in the master camshaft that cor-
responds to the machine's current head state. During the 
part of the cycle the reader determines whether the disk's "bit* 
block is up or down by a process called an obstructive read (center 

right). In an obstructive read the reader moves past the block, fol-
lowing a high or a low path; one of the paths be obstructed by 
the knob on the end of the block, and so there will be only one 
for the reader to follow. At the point on the master camshaft that 
corresponds to this "decision" the grooves branch; each groove 
splits into two, and the stylus is guided into the groove that corre-
sponds to the bit's value (2). Then the master camshaft until 
the stylus is in the "write"segment (3). In this segment each groove 
contains a different set of "instructions" for the machine to  follow; 
the instructions are transmitted by a complex linkage between the 
stylus and the rest of the mechanim. If the instructions call for the 
bit's value to change, the manipulator moves over and grasps the 
knob; the screwdriver rotates the disk until the block is free to 
move, the manipulator moves the block up or down and the screw-
driver rotates the disk again to hold block in place. After the 
stylus passes through the segment of the master camshaft it 
enters the "shift"segment (4). Each groove in this segment contains 
instructions to move the head one segment to  the left or right. Then 
the stylus enters the "change state" segment of the camshaft 

grooves merge in such a way that the stylus falls into the 
groove representing the next head state. The cycle is now complete 
(6). Disks adjacent to the one being read are held in place by the 
head's framework. Disks that are farther away are held by "locking 
tabs." The locking tab on each disk is coupled to a special bit, called 
the Q bit, on an adjacent disk. The linkages between Q bits and 
locking tabs are constructed so that disk currently being read 
is free to move, while disks far to the right or left are held still. 
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Abstract. We examine the time evolution of cold atoms (impurities) interacting
with an environment consisting of a degenerate bosonic quantum gas. The
impurity atoms differ from the environment atoms, being of a different species.
This allows one to superimpose two independent trapping potentials, each being
effective only on one atomic kind, while transparent to the other. When the
environment is homogeneous and the impurities are confined in a potential
consisting of a set of double wells, the system can be described in terms of
an effective spin-boson model, where the occupation of the left or right well
of each site represents the two (pseudo)-spin states. The irreversible dynamics
of such system is here studied exactly, i.e. not in terms of a Markovian master
equation. The dynamics of one and two impurities is remarkably different in
respect of the standard decoherence of the spin-boson system. In particular,
we show: (i) the appearance of coherence oscillations, (ii) the presence of
super and subdecoherent states that differ from the standard ones of the
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spin-boson model, and (iii) the persistence of coherence in the system at long
times. We show that this behaviour is due to the fact that the pseudospins
have an internal spatial structure. We argue that collective decoherence also
prompts information about the correlation length of the environment. In a
one-dimensional (1D) configuration, one can change even more strongly the
qualitative behaviour of the dephasing just by tuning the interaction of the bath.
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1. Introduction

The reasons for the great interest in the physics of ultracold atoms in recent years are
manifold. On the one hand, experimentalists have reached an unprecedented control over
the many-body atomic state with very stable optical potentials and by the use of Feshbach
resonances, which allow one to change the scattering length of the atoms [1]. In this context,
the tremendous experimental results that have been achieved include: the observation of the
superfluid-Mott insulator transition for bosons [2], one-dimensional (1D) strongly interacting
bosons in the Tonks–Girardeau regime [3] and Anderson localization [4, 5]. On the other hand,
new experimental challenges come from different theoretical proposals for using this system for
quantum information processing [6] and as a quantum simulator of condensed matter models
(see for example [7]–[9] and references therein).

Not only can ultracold atoms simulate Hamiltonian systems, but such systems also offer
a way to engineer non-classical environments. Thanks to the flexibility of quantum gases, a
broad range of regimes of irreversible dynamics of open quantum systems and in particular of
spin-boson systems can be explored [10]–[12].

In the present paper, we propose a new method by which an instance of the spin-
boson model [13] can be realized with a suitable arrangement of interacting cold atoms. In
particular, we analyse a system consisting of cold impurity atoms interacting with a degenerate
quantum gas of a different atomic species. This setup makes possible the superposition of
two independent trapping potentials, each being effective on one atomic species only, while
transparent to the other. When the quantum gas is homogeneous and the impurities are confined
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3

in a potential composed of double wells, the system can be described in terms of an effective
spin-boson model, where occupations of the left or right well represent the two (pseudo)-spin
states. At variance with other setups, where the role of the pseudospin is played by the presence
or absence of one particle in a trapping well [14], by the vibrational modes of a single well [15]
or by internal electronic levels [12], in our case each pseudospin has a spatial dimension,
namely the separation between the two minima of the impurity double well. This introduces an
effective suppression of the decoherence due to low-frequency modes of the environment and
leads to unusual and interesting phenomena, like oscillations of coherence at finite times and
the survival of coherence at long times. Further novel features appear when one considers the
irreversible collective decoherence of a systems of two impurities. In this case, we still predict
the existence of subdecoherent and superdecoherent states, but with the interesting fact that their
role is exactly the opposite from what one observes in conventional spin-boson systems. Further
interesting features appear when one considers how the collective decoherence rates change as
a function of the impurities’ separation and the effects of dimensionality of the system.

In discussing our investigations, for the sake of simplicity we shall consider an
experimental setup where the impurity atoms are trapped by a periodic (optical) lattice. We
would like to stress, however, that our findings do not depend on the lattice properties (e.g.
periodicity) but on the numerical results. Other setups, such as microtraps on atom chips or
quantum dots, just to mention a few, can be equally envisaged.

2. The Hamiltonian

Our system is composed of a cold quantum gas of bosonic atoms and a sample of cold atoms
separated from each other and immersed in the quantum gas. In presenting our investigations, we
shall use the words ‘reservoir’, ‘bath’ and ‘environment’ as synonyms to indicate the quantum
gas, since its properties are not the focus of the present paper.

The second-quantized form of the Hamiltonian of the impurities + bath system takes the
form (see also [16])

Ĥ = Ĥ A + Ĥ B + Ĥ AB, (1)

where

Ĥ A =

Z
d3x 9̂†(x)


p

2
A

2mA
+ VA(x)

�
9̂(x) (2)

is the Hamiltonian of atomic impurities, described by the field operator 9̂(x) in the trapping
potential VA(x), which creates a set of double wells of size 2L and separated by a distance 2D,
see figure 1,

Ĥ B =

Z
d3x 8̂†(x)


p

2

2mB
+ VB(x) +

gB

2
8̂†(x)8̂(x)

�
8̂(x) (3)

is the Hamiltonian of the bath, composed of N � 1 bosons, represented by the field operator
8̂(x) and confined by a trapping potential VB(x) and gB = 4⇡ h̄2aB/mB is the boson–boson
coupling constant, with aB the scattering length of the condensate atoms, and

Ĥ AB = gAB

Z
d3x 9̂†(x)8̂†(x)8̂(x)9̂(x) (4)

New Journal of Physics 11 (2009) 103055 (http://www.njp.org/)
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VB x

VA x

2D
2L

BEC

Impurity atom

Figure 1. A Bose–Einstein condensate (yellow region) confined in a shallow
harmonic trap VB(x) interacts with cold impurity atoms each of which is trapped
in a double well potential VA(x) (grey circle). The distance between two wells in
the same trap is 2L and the distance between adjacent traps is 2D.

describes the interactions between the impurities and the bath; here gAB = 2⇡ h̄2aAB/mAB

is the coupling constant of impurities–gas interaction, with aAB the scattering length of the
impurities–gas collisions and mAB = mAmB/(mA + mB) their reduced mass. Both impurity and
bath atoms are described in the second-quantized formalism. The field operator of the atomic
impurities

9̂(x) =

X

i,p

âi,p'i,p(x) (5)

can be decomposed in terms of the real eigenstates 'i,p(x) of impurity atoms localized on the
double well i of the potential VA(x) in the pth state, with energy h̄!i,p and the corresponding
annihilation operator âi,p. We assume that the wavefunctions of different double wells have a
negligible common support, i.e. 'i,p(x)' j 6=i,m(x) ' 0 at any position x.

We treat the gas of bosons following Bogoliubov’s approach (see, for instance, [17]) and
assuming a very shallow trapping potential VB(x), such that the bosonic gas can be considered
homogeneous. In the degenerate regime, the bosonic field can be decomposed as

8̂(x) =
p

N0 80(x) + �8̂(x) =
p

N0 80(x) +
X

k

⇣
uk(x)ĉ

k
� v⇤

k
(x)ĉ†

k

⌘
, (6)

where 80(x) is the condensate wave function (or order parameter), N0 < N is the number of
atoms in the condensate and ĉ

k
, ĉ†

k
are the annihilation and creation operators of the Bogoliubov

modes with momentum k. For a homogeneous condensate 80(x) = 1/
p

V , V being the volume.
Its Bogoliubov modes

uk =

s
1
2

✓
✏k + n0gB

Ek

+ 1
◆

eik·x

p
V

, (7)

vk =

s
1
2

✓
✏k + n0gB

Ek

� 1
◆

eik·x

p
V

(8)
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have energy

Ek =
⇥
2✏kn0gB + ✏2

k

⇤1/2
, (9)

where ✏k = h̄2k2/(2mB) and n0 = N0/V is the condensate density. As one can see from (9),
low-energy excitations have phonon-like (wave-like) spectrum, whereas high-energy excitations
have particle-like spectrum. The condition for wave-like excitations is ✏k ⌧ n0gB, i.e. k ⌧

4
p

⇡n0aB, or equivalently k ⌧ 2mBcs/h̄, where cs =
p

n0gB/m is the speed of sound at zero
temperature. Note that |uk| = 1/

p
V and |vk| = 0 describe the limiting case of N � 1 non-

interacting bosons, each with energy Ek = ✏k.
Inserting equations (5) and (6) into the Hamiltonian (1) we obtain

Ĥ A =

X

i,p

h̄!i,pâ†
i,pâi,p (10)

for the impurities,

Ĥ B = HCond + Ĥ Bog (11)

for the quantum gas, with

HCond = N0

Z
d3x 8⇤

0(x)


p

2

2mB
+ V B(x) +

gB

2
N0|80(x)|2

�
80(x) (12)

for the condensate and

Ĥ Bog =

X

k

E
k
ĉ†

k
ĉ

k
(13)

for the collective excitations (Bogoliubov modes) of energy Ek in the condensate, and

Ĥ AB = gAB

X

i

X

p,q

â†
i,pâi,q


N0

Z
d3x'i,p(x)'i,q(x)|80(x)|2

+
p

N0

X

k

ĉ
k

Z
d3x'i,p(x)'i,q(x)

�
8⇤

0(x)uk(x) � 80(x)vk(x)
�

+
p

N0

X

k

ĉ†
k

Z
d3x'i,p(x)'i,q(x)

�
80(x)u⇤

k
(x) � 8⇤

0(x)v⇤

k
(x)

� �
(14)

for the interaction Hamiltonian; the terms that are quadratic in the Bogoliubov excitation
operators ĉ, ĉ† give negligible contributions and have been omitted. The first term in (14)
describes transitions between impurities’ vibrational states due to the condensate, whereas
the remaining terms describe similar transitions induced by the collective excitations in the
condensate. In a homogeneous condensate, transitions between different vibrational eigenstates
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of the impurities induced by the condensate are suppressed, while all vibrational states 'i,p(x)
get an energy shift �!i,p,

gAB N0

Z
d3x |80|

2(x)'i,p(x)'i,q(x) =

(
0, for p 6= q,

n0gAB
⌘ �!i,p, for p = q

(15)

so the contribution of the first term in (14) can be included in the definition of !i,p.
In the limit of deep, symmetric wells in each double well and separated by a high-energy

barrier, the tunnelling between the adjacent wells is suppressed. In this regime, the ground states
'i,L and 'i,R of, respectively, the left and right wells of double well i are well separated in space
with vanishing spatial overlap, their coupling to the excited states becomes negligible and the
total Hamiltonian further simplifies into

Ĥ =

X

i,

X

p=L,R

h̄!i,pn̂i
p +

X

k

E
k
ĉ†

k
ĉ

k
+
X

i

h̄
X

p=L,R

X

k

h
�i

p,kĉ
k

+ �i⇤
p,kĉ†

k

i
n̂i

p, (16)

where we have defined the coupling frequencies

�i
p,k ⌘

gAB
p

n0

h̄
(|uk| � |vk|)

Z
d3x |'i,p(x)|2eik·x (17)

and n̂i
p ⌘ â†

i,pâi,p is the number operator of impurities in the double well i in the well
p = L, R.

We consider the case where each double well is occupied by at most one impurity atom.
This allows us to describe the occupation of the left and right wells of each site in terms
of pseudospin states. Introducing the Pauli operators as n̂i

L = (1 � �̂ i
z )/2, n̂i

R = (1 + �̂ i
z )/2, the

Hamiltonian (16) takes the form of the independent boson model [18]

Ĥ =

X

k

E
k
ĉ†

k
ĉ

k
+

h̄
2

X

k

(X

i

�
�i

R,k � �i
L,k

�
�̂ i

z +
X

i

�
�i

R,k + �i
L,k

� �
ĉ

k

+
X

i

�
�i⇤

R,k � �i⇤
L,k

�
�̂ i

z +
X

i

�
�i⇤

R,k + �i⇤
L,k

� �
ĉ†

k

)

, (18)

where a constant energy shift has been omitted. We note that spin-boson systems with
larger spin values can be realized in the same way with higher occupation of the double
wells.

The effects due to quantum noise on coherent superpositions of states of a double well
spin-boson Hamiltonian have been analysed in the Markovian regime. In [19]–[21] the effects
of a cold atom reservoir has been analysed, while [22] has considered the effects of scattered
photons, taking into account also the role of the inter-well separation. As we will show in
the following section, for our system it is possible to carry out a full analysis of the impurity
dynamics, going beyond the Markov approximation.

3. Exact reduced impurities dynamics

The dynamics due to the spin-boson Hamiltonian (18) is amenable to an exact analytical solution
and is characterized by decoherence without dissipation [23]–[25]. The time-evolution operator

New Journal of Physics 11 (2009) 103055 (http://www.njp.org/)
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Û (t) = exp [�iĤ t/h̄] corresponding to the Hamiltonian (18) can be factorized into a product
of simpler exponential operators,

Û (t) = exp


�
i
h̄

X

k

Ekĉ†
k
ĉ

k
t
�

⇥ exp

"
X

k

 
X

i

Ai
k
(t)�̂ i

z + ↵
k
(t)

!

ĉ†
k
�

X

k

 
X

i

Ai⇤
k
(t)�̂ i

z + ↵⇤

k
(t)

!

ĉ
k

#

⇥ exp

2

4ih̄2
X

k

fk(t)<
X

i j

�
�i

R,k � �i
L,k

�⇣
�

j⇤
R,k � �

j⇤
L,k

⌘

4E2
k

�̂ i
z �̂

j
z

3

5

⇥ exp

2

4ih̄2
X

k

fk(t)<
X

i

�
�i

R,k � �i
L,k

�P
j

⇣
�

j⇤
R,k + �

j⇤
L,k

⌘

2E2
k

�̂ i
z

3

5

⇥ exp

2

4ih̄2
X

k

fk(t)

P
i

�
�i

R,k + �i
L,k

�P
j

⇣
�

j⇤
R,k + �

j⇤
L,k

⌘

4E2
k

3

5 , (19)

where the functions

fk(t) =
Ek

h̄
t � sin

Ek

h̄
t, (20)

Ai
k
(t) =

h̄
�
1 � eiEkt/h̄

�

2Ek

�
�i⇤

R,k � �i⇤
L,k

�
, (21)

↵
k
(t) =

h̄
�
1 � eiEkt/h̄

�

2Ek

X

i

�
�i⇤

R,k + �i⇤
L,k

�
, (22)

have been introduced for ease of notation. Details of the derivation of (19) for the time-evolution
operator are given in appendix A. As in this paper, we are interested in the irreversible collective
decoherence of the impurities we will focus our attention on the conditional displacement
operator

ÛD(t) =

Y

k

Ûk,D(t), (23)

Ûk,D(t) ⌘ exp

" 
X

i

Ai
k
(t)�̂ i

z + ↵
k
(t)

!

ĉ†
k
�

 
X

i

Ai⇤
k
(t)�̂ i

z + ↵⇤

k
(t)

!

ĉ
k

#

. (24)

Indeed this operator is the one responsible of the decoherence of impurities as it induces
entanglement between them and the reservoir. Labelling the state of the impurities as |{n p}i =

|{n1, n2, n3, . . .}i with n p = 0, 1 denoting the presence of the atom, respectively, in the left or
right well, the matrix elements of reduced density operator of the impurities are

⇢{n p},{m p}(t) = exp
⇥
�0{ni },{mi }(t)

⇤
⇢{n p},{m p}(0) exp

�
i2{n p},{m p}(t)

 

⇥ exp
�
i4{n p},{m p}(t)

 
exp

�
i1{n p},{m p}(t)

 
. (25)
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Assuming that each mode of the bosonic environment is in a mixed state ⇢k at equilibrium at
temperature T the decay exponent contains all the information concerning the time dependence
of the decoherence process and takes the form

0{ni },{mi }(t) = h̄2
X

k

⇣
1 � cos Ek

h̄ t
⌘

E2
k

�����
X

i

[mi � ni ]
�
�i

R,k � �i
L,k

�
�����

2

coth
�Ek

2
(26)

with � = 1/KBT . The phase factors 2{n p},{m p}(t), 4{n p},{m p}(t) and 1{n p},{m p}(t), whose specific
form is given in appendix B, do not play any role in the decoherence [26]. They contain,
however, interesting information on the effective coupling between the pseudospins induced
by the condensate and will be analysed in a future paper [27].

4. Results for the decoherence

As mentioned in the introduction, we shall assume that the impurity atoms are trapped by
an optical (super)lattice, whose form can be controlled and varied in time with great accuracy
[28, 29]. The coupling frequencies �i

p,k are accordingly evaluated in appendix C assuming an
optical lattice, with identical, double wells in each site, and deep trapping of impurity atoms
in their wells, with identical confinement in each direction. Atomic wavefunctions can then be
approximated by harmonic oscillator ground states of variance parameter � =

p
h̄/(m!) [30],

where ! is the corresponding harmonic frequency. As will be clear shortly, � acts as a natural
cutoff parameter, quenching the coupling with high-frequency modes.

Specifically, we consider 23Na impurity atoms trapped in a far-detuned optical lattice
and a 87Rb condensate. The condensate density is n0 = 1020 m�3, the lattice wavelength is
� = 600 nm, and we have taken 2L = �/2 and D = 2L . The depth of the optical lattice is
described by the parameter ↵ ⌘ V0/ER, V0 being the optical lattice potential maximum intensity
and ER = h̄2k2/(2m) the recoil energy of impurity atoms in the lattice; in our evaluations we
put ↵ = 20. Finally, we assume aAB = 55a0 [31], where a0 is the Bohr radius, for the scattering
length of impurities–condensate mixtures. This parameter can be modified in laboratory with
the help of Feshbach resonances.

4.1. Single impurity decoherence

We first examine the decoherence exponent of a single impurity

00(t) ⌘ 0{0},{1}(t) ⌘ h̄2
X

k

⇣
1 � cos Ek

h̄ t
⌘

E2
k

coth
�Ek

2

���1
R,k � �1

L,k

��2 . (27)

This quantity, which will be a useful benchmark in our analysis of the collective decoherence of
impurity pairs, already shows interesting features. Assuming, from now on, that the condensate
is at temperature T = 0, we obtain

00(t) = 8g2
ABn0

X

k

(|uk| � |vk|)
2 e�k2� 2/2

sin2 Ek

2h̄ t

E2
k

sin2 (k · L) . (28)
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Figure 2. 00(t) versus time for a single impurity atom interacting with free
bosons (solid line) and with a bosonic condensate (dashed line) in three
dimensions. The inset shows 00(t) for very short times 06 t 6 2 µs.

We note the dependence of 00(t) on the length L, where 2L is the distance between two wells
within each site. The presence of the factor sin2(k · L) supresses the effect of the reservoir modes
at small k. This is clearly understandable: environment modes whose wavelength is longer than
L cannot ‘resolve’ the spatially separated wells within each site. The consequences of this fact
will be clear shortly. Replacing the sum over discrete modes to a continuum with the usual
rule V �1 P

k
! (2⇡)�3

R
dk, choosing x as azimuthal axis and using well-known relations for

Bogoliubov modes [32], we finally obtain

0c
0(t) =

2g2
ABn0

⇡2

Z
1

0
dk

"

k2e�k2� 2/2
sin2 Ek

2h̄ t

Ek (✏k + 2gBn0)

#✓
1 �

sin 2kL
2kL

◆
. (29)

The superscript c is to remind us that we are dealing with impurities interacting with a
condensate. For the special case of a bath of non-interacting bosons 0n.i.

0 (t) is obtained from
(29) simply imposing gB = 0 and Ek = ✏k. Let us point out that the spectral density, which
reads

J (!) ⌘

X

k

|�R,k � �L,k|
2�(h̄! � Ek), (30)

has a nontrivial form, which at small frequencies, scales as !d+2 for the interacting case, where
d is the dimensionality of the condensate, and as !d/2 for the non-interacting case. It is worth
noticing that while the former case is always superohmic, the latter is subohmic, ohmic and
superohmic depending on the dimensionality of the environment. Note that the high power in
J (!) is due to the fact that the bath has to ‘resolve’ the structure of the impurity, formally again
the factor sin2(k · L). Furthermore, as already pointed out, no ad hoc cutoff frequency !c needs
to be inserted but appears naturally in the decaying exponential of variance � in (29).

Figure 2 shows clearly that the impurity maintains much of its coherence at long times.
Such survival is due to the above-mentioned suppressed effect of soft modes, which are
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responsible for the long time behaviour of 00(t), and is more pronounced when the environment
consists of a condensate than in the case of a reservoir consisting of free bosons. This can be
intuitively described in terms of greater ‘stiffness’ of the condensate whose Bogoliubov modes
are less displaced by the coupled impurity. The condensate is even able to give some coherence
back to the impurity, since 0c

0(t) is not monotonic in time. Oscillations of coherence in spin-
boson systems were predicted in [24] (and even earlier, in a different context, in [33]).

We can distinguish three stages in the dynamics of the 00. In the first stage 00(t) / t2, as
can be easily seen from a series expansion of (29). This very short stage, shown in the inset
of figure 2, corresponds to coherent dynamics. The second stage corresponds to a Markovian
behaviour, i.e. 00(t) / t , and lasts a few tens of microseconds. Finally, in the third stage
00(t) saturates to a stationary value. This behaviour calls for particular caution in treating
an environment of (free or interacting) bosons as a Markovian reservoir for atomic impurities
immersed in it, which is clearly not the case in the present situation.

4.2. Collective decoherence of two impurities

Decoherence of quantum systems in a common environment is characterized by collective
decoherence. It is well known that two spins interacting with the same bosonic reservoir
with a spin-boson interaction Hamiltonian like the one discussed in this paper show sub- and
superdecoherence [23]. Put simply, the decoherence rate of the two spins is not simply 200(t)
but, according to the initial state of the spins, much smaller or larger. In this final section of the
present paper, we analyse the specific features of collective decoherence in our system.

For two pseudospins, three decoherence parameters appear in the density matrix elements
independently of the exact form of the impurities’ state. One is 00(t) and appears in
elements such as ⇢0,0;0,1(t), ⇢0,1;1,1(t), etc which corresponds to individual dephasing of each
impurity atom; two more parameters 01(t) and 02(t) appear in elements such as |⇢0,0;1,1(t)| =

exp [�01(t)]|⇢0,0;1,1(0)| and |⇢0,1;1,0(t)| = exp [�02(t)]|⇢0,1;1,0(0)|, and corresponds to decay of
the coherences between states with the particles in the same or in the opposite side, respectively,
of the double well. For two pseudospins at distance 2D = 4L , these two parameters are

01(t) ⌘ 0{0,0},{1,1}(t) = h̄2
X

k

⇣
1 � cos Ek

h̄ t
⌘

E2
k

coth
�Ek

2

����1
R,k � �1

L,k + �2
R,k � �2

L,k

���2

= 32g2
ABn0

X

k

(|uk| � |vk|)
2 e�k2� 2/2

sin2 Ek

2h̄ t

E2
k

sin2 (k · L) cos2(k · D), (31)

02(t) ⌘ 0{1,0},{0,1}(t) = h̄2
X

k

⇣
1 � cos Ek

h̄ t
⌘

E2
k

coth
�Ek

2

����1
R,k � �1

L,k � �2
R,k + �2

L,k

���2

= 32g2
ABn0

X

k

(|uk| � |vk|)
2 e�k2� 2/2

sin2 Ek

2h̄ t

E2
k

sin2 (k · L) sin2(k · D). (32)
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Figure 3. 01(t) (dashed line), 02(t) (dotted line), and 200(t) (solid line) versus
time for a pair of impurity atoms at a distance 2D = 4L (see text), immersed
in a condensate (left) and in an environment of free bosons (right) in three
dimensions.

Calculations similar to those performed for 00 give for a condensate environment

0c
1(t) =

2g2
ABn0

⇡2

Z
1

0
dk k2e�k2� 2/2

sin2 Ek

2h̄ t

Ek (✏k + 2gBn0)

⇥

✓
2 � 2

sin 2kL
2kL

+ 2
sin 2k D

2k D
�

sin 2k(L + D)

2k(L + D)
�

sin 2k(D � L)

2k(D � L)

◆

⌘ 200(t) � �c(t), (33)

0c
2(t) =

2g2
ABn0

⇡2

Z
1

0
dk k2e�k2� 2/2

sin2 Ek

2h̄ t

Ek (✏k + 2gBn0)

⇥

✓
2 � 2

sin 2kL
2kL

� 2
sin 2k D

2k D
+

sin 2k(L + D)

2k(L + D)
+

sin 2k(D � L)

2k(D � L)

◆

⌘ 200(t) + �c(t). (34)

In the above equations, it is easy to identify the term �c(t) which quantifies the deviation to
the dechoherence exponent 200 typical of the decoherence of two impurities interacting with
independent environments. Note that while 00 depends only on L, i.e. on the spatial size of
the double well, � depends nontrivially on L ± D, i.e. on the distance between the impurities of
different wells. As before the special case of a bath of non-interacting bosons 0n.i

1 (t), 0n.i .
2 (t)

are obtained from the above equations (33) simply imposing gB = 0 and Ek = ✏k.
As in the case of single impurity decoherence the impurities do not loose all their

coherence: 01 and 02 saturate to a stationary value that can be varied with the help of
Feshbach resonances. Furthermore figure 3 shows that in a system of two impurities coherence
oscillations appear, both for interacting and non-interacting bosons in the environment (even
more pronounced oscillation are shown in figure 5). Such coherence revival is due to the
collective nature of the coupling, as quantified by �c(t) (�n.i .(t) for free bosons). As shown
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Figure 4. �c(t) (dashed line) and �n.i .(t) (solid line) versus time for a pair of
impurity atoms in a 3D environment. The inset shows �(t) for very short times
06 t 6 2 µs.

in figure 4 also the �(t) are characterized by three different timescales comparable to those
analysed for 00(t). In the first stage, the difference |�(t)| is negligible, since the presence of
each impurity cannot have modified yet the environment seen by the other one; in the second
stage, corresponding to the Markovian dynamics, the difference |�(t)| steadily grows up; and in
the third stage it decreases, reaching a stationary value.

For a pair of impurities we observe super- and sub-decoherences; however, with a
peculiarity which is characteristic of the system here considered. Indeed we observe sub-
decoherence in 01 ⌘ 0{0,0},{1,1} and super-decoherence with 02 ⌘ 0{1,0},{0,1}, at variance with
what one observes in a standard spin-boson model, where their role would be exchanged [23].
This different behaviour is due to the particular configuration of our system: 01 gets contribution
from superpositions of the states |0, 0i and |1, 1i, where the atoms sit in wells with identical
distance, whereas the states |0, 1i and |1, 0i, contributing to 02, correspond to atoms sitting in
wells with different separations.

Further insight on the features of the collective decoherence is gained by considering the
decoherence of impurities sitting in sites which are at a larger distance than 2D = 4L = 600 nm.
In figure 5, we plot the decoherence exponents for impurities trapped in lattice sites at distances
2D = 8L , 16L and 40L , respectively. These plots suggest the following picture: initially the
impurities decohere independently, as if they were each immersed in its own environment; at
some later time, the environment correlations due to the impurities act back on them and give
rise to oscillating deviations from 200(t). The onset time of these oscillations depends on the
separation: the larger the separation, the later the onset. On the other hand, the correlations
become weaker as the distance increases and the oscillations become consequently smaller in
amplitude. At large separation (here, approximately 40L), the parameters 01 and 02 are hardly
discernible from 200, since the environment correlations induced by the impurities vanish.
Similar features in a related context are reported in [34]. In summary, 01(t) and 02(t) also
prompt information about the correlation length of the environment.
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Figure 5. 01(t) (top) and 02(t) (bottom) versus time for a pair of impurity atoms
interacting with a bosonic condensate (left) and with free bosons (right) in three
dimensions for different distances between the impurities: 2D = 8L (dash-dotted
line), 2D = 16L (solid line), and 2D = 40L (dashed line); 200(t) (dotted line)
is also shown for comparison.

4.3. Decoherence in one dimension

Finally, we examine the decoherence process in a 1D condensate. Since, as previously discussed,
the spectral density (30) is superohmic for an interacting gas, but subohmic for a free Bose gas,
we expect qualitative different results for the two cases, in contrast to the 3D case. The decay
exponents in one dimension � (t) become

� c
0 (t) =

4g2
ABn0

⇡

Z
1

�1

dk

"

e�k2� 2/2
sin2 Ek

2h̄ t

Ek (✏k + 2gBn0)

#

sin2 kL (35)

for one impurity and

� c
1 (t) =

4g2
ABn0

⇡

Z
1

�1

dk

"

e�k2� 2/2
sin2 Ek

2h̄ t

Ek (✏k + 2gBn0)

#

sin2(kL) cos2(k D)

⌘ 2�0(t) � �c(t), (36)

� c
2 (t) =

4g2
ABn0

⇡

Z
1

�1

dk

"

e�k2� 2/2
sin2 Ek

2h̄ t

Ek (✏k + 2gBn0)

#

sin2(kL) sin2(k D)

⌘ 2�0(t) + �c(t) (37)

for two impurities in a condensate. The behaviour of these parameters critically depends on the
nature of the environment, see figure 6. In particular, decoherence in a 1D sample of free bosons
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Figure 6. �1(t) (dashed line), �2(t) (dotted line), and 2�0(t) (solid line) versus
time for a pair of impurity atoms immersed in a condensate (left) and in an
environment of free bosons (right) in one dimension. The separation between
two impurity atoms is 2D = 4L .

becomes Markovian, in agreement with the naive expectation, due to its subohmic spectral
density.

5. Conclusions

We have shown how a system of impurity atoms trapped in an array of double wells, interacting
with a cold atomic gas, is described, in a suitable regime, by a spin-boson Hamiltonian.
The specific nature of our system, in which the pseudospins associated with the presence of
an impurity in the right/left well of each site have a spatial dimension, introduces peculiar
features in the decoherence of a single impurity as well as in the collective decoherence,
with the persistence of coherence at long times, the presence of coherence oscillations and
counterintuitive super/subdecoherent states.

We have shown in particular that for a three-dimensional bath one never has a Markovian
behaviour. A 1D bath is in this respect more interesting since one can go from a non-Markovian
to a Markovian behaviour just by tuning the interaction of the bath.

As a final comment we would like to say a few words about the role of the quadratic
terms in the Bogoliubov operators which we have neglected in our derivation of Hamiltonian
(14). Although a detailed study of their effects is beyond the scope of the present paper, we
would like to point out that their effects are negligible with respect to the linear terms we
have analysed here. One can show that their inclusion amounts to taking into account elastic
scattering of Bogoliubov particles, which is simply responsible of an energy shift, inelastic
scattering processes and Bogoliubov pair creation and annihilation. In these two latter additional
terms the length of wave vectors k that can play some role in the impurities’ dynamics is limited
from below by the finite size of the condensate and from above by cutoff parameter ��1. It can
be shown that, in this frequency range, the coupling constants of the neglected processes are,
for the values of parameters assumed in our analysis, three orders of magnitude smaller than
the coupling constants h̄�i

n,k of the linear terms. As a consequence, a rough estimate leads us
to suppose that any possible relevant effect of the quadratic terms in the Hamiltonian would
become apparent at timescales that are three orders of magnitude larger than those examined in
this paper.
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Appendix A. Disentangling the time-evolution operator

The factorization of the time-evolution operator Û (t) = exp[�iĤ t/h̄] is often an impossible
task. When the Hamiltonian contains operators forming a Lie algebra the transformation of
Û (t) into a product of simpler exponential operators is however possible in some cases [35].
Here, we show a practical way to transform Û (t), which we write as

Û (t) = exp


�
i
h̄

X

k

Ekĉ†
k
ĉ

k
t
�

exp
X

k

✓X

i

Ai
k
(t)�̂ i

z + ↵
k
(t)

◆
ĉ†

k

�

⇥ exp


�

X

k

✓X

i

Bi
k
(t)�̂ i

z + �
k
(t)

◆
ĉ

k

�
Û R(t), (A.1)

where Û R(t) is to be determined, as well as the quantities Ai
k
(t), Bi

k
(t), ↵k(t) and �k(t). Since at

t = 0 the time-evolution operator Û reduces to the identity operator, Ai
k
(0) = Bi

k
(0) = �k(0) =

↵k(0) = 0. All unknown quantities can be found with the help of the relation

Ĥ = ih̄
h
dÛ (t)/dt

i
Û�1(t), (A.2)

which holds for any time-independent Hamiltonian and of the relation

eX̂ Ŷ e�X̂
= Ŷ + [X̂ , Ŷ ] + 1

2[X̂ , [X̂ , Ŷ ]] + 1
6[X̂ , [X̂ , [X̂ , Ŷ ]]] + · · · (A.3)

for arbitrary operators X̂ and Ŷ . After inserting the expression (A.1) for the time-evolution
operator Û (t) in the right-hand side of (A.2), a comparison with the Hamiltonian (18) leads to
the expressions

Ai
k
(t) =

h̄
�
�i⇤

R,k � �i⇤
L,k

�

2Ek

�
1 � eiEkt/h̄

�
, Bi

k
(t) = Ai⇤

k
(t), (A.4)

↵
k
(t) =

h̄
P

i

�
�i⇤

R,k + �i⇤
L,k

�

2Ek

�
1 � eiEkt/h̄

�
, �

k
(t) = ↵⇤

k
(t) (A.5)

for A(t), B(t), ↵(t) and �(t), and to the differential equation

d
dt

Û R(t) = �
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(t)�̂ i

z + �̇
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(t)

◆✓X

j

A j
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z + ↵
k
(t)
◆

Û R(t) (A.6)

for the unknown exponential operator Û R(t), which we write as

Û R(t) = exp


�

X

k

✓X

i j

⌘
i j
k
(t)�̂ i

z �̂
j

z +
X

i

µi
k
(t)�̂ i

z + ✏k(t)
◆�

. (A.7)
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A comparison with (A.6) gives

⌘̇
i j
k
(t) = Ḃi

k
(t)A j

k
(t), ✏̇k(t) = �̇k(t)↵k(t), µ̇i
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that is
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Moreover, using Glauber’s relation
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ĉ†

k

�
exp


�

X

k

g⇤

k
ĉ
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the two exponentials linear in Bogoliubov operators can be merged into
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and the contribution of the last exponential can be included in UR(t). Performing some
commutations where it is possible, the time-evolution operator becomes
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Finally, the exponential operators that do not contain bath operators commute, so the time-
evolution operator can be further modified into the final form (19).
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Appendix B. Derivation of the dynamics of the impurities

The action of Û k,D(t) on a pure state of the whole system is
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(B.1)

and the density matrix elements ⇢{n p},{m p}(t) of the impurities are obtained by tracing over the
bath,

⇢{n p},{m p}(t) = exp
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where TrB,k denotes the trace over each Bogoliubov mode of the environment and the phases
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come from the unitary operators in (19). Performing cyclic permutation inside the trace and
using the identity exp(M̂) exp(N̂ ) = exp(M̂ + N̂ ) exp[M̂, N̂ ]/2, which holds for operators M̂
and N̂ that commute with their commutator, the trace TrB,k in (25) becomes
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The trace over the thermal bath of the displacement operators is well-known [23],
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where � = (kBT )�1, and leads to equation (25).
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Appendix C. The coupling constant in a deep optical lattice

In a deep optical lattice, the ground state wavefunctions of each well can be approximated with
those of harmonic oscillators,

'i,N (x) =
1

⇥
⇡ 3x2

0 y2
0 z2

0

⇤1/4 exp
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2z2
0

�
. (C.1)

Here N = L, R, and x0 =
p

h̄/(m!x), y0 =
p

h̄/(m!y), and z0 =
p

h̄/(m!z), where the !’s are
the trapping frequencies of the harmonic trap approximating the lattice potential at bottom of
L and R wells of the lattice site i . The coupling frequencies (17) of the spin-boson model then
become

�i
n,k =

gAB
p

n0

h̄
(|uk| � |vk|)

Z
d3x |'i,L(x)|2eik·x

=
gAB

p
n0

h̄
(|uk| � |vk|) e�k2� 2/4eikx xi,n , n = L, R (C.2)

having assumed identical confinement in the three directions, � = x0 = y0 = z0.
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¨µ¼Òµí yÆí �ÂÂ�Ñ�ÂÆ�{©�í ¾Â¼~�ÆÆ�Æí {�Ù
~yÎÆ�íÈ¼íÎµ�¼íÈ��²íÒ¼Î©�íÑ�¼©yÈ�íÈ��í
Æ�~¼µ�í ©yÒDí È��í ªyÈÈ�Âí yÂ�í ~y©©��í Â�Ù
Ñ�ÂÆ�{ª�í¾Â¼~�ÆÆ�Æ íiµ�í~yµí��~Â�yÆ�í
È��í�µÈÂ¼¾Öí¼�íyí��Ñ�µíÆÖÆÈ�²í{Öí�¼Ù
�µ�íÒ¼Â¨í¼µí�È�í{ÎÈí�µí�¼�µ�íÈ��íÒ¼Â¨í
¼µ�í Ò¼Î©�í �µ~Â�yÆ�í È��í �µÈÂ¼¾Öí ¼�í
yµ¼È��Âí ÆÖÆÈ�²í �¼Âí È�yÈí ¼�í È��í ��ÂÆÈí
ÆÖÆÈ�²�Æí �µÑ�Â¼µ²�µÈ�í {Öí yµí �ÀÎyªí
¼Âí�Â�yÈ�Âíy²¼ÎµÈ"í

Hí ~ªyÆÆ�~í �ÂÂ�Ñ�ÂÆ�{©�í ¾Â¼~�ÆÆ�í yµ�í
¼µ�í È�yÈí ��ª¾Æí �µí ����µ�µ�í È��í ~¼µÙ
~�¾Èí¼�í�µÈÂ¼¾Öíyí ©�ÈÈ©�í²¼Â�í¾Â�~�Æ�Ú
©Ö�í �Æí~y©©��í �Â��í�Ô¾yµÆ�½µ í mÎ¾¾¼Æ�í
yí~�y²{�Âí��©©��íÒ�È�í�yÆí�ÆíÆ�¾yÂyÈ��í
{Öíyí¾yÂÈ�È�¼µí �Â¼²íyíÑy~ÎÎ²í~�y²Û
{�Âí¼�íÈ��íÆy²�íÆ�×�!í [�íyíÆ²y©©í�¼©�í�Æí
²y��í�µíÈ��í¾yÂÈ�È�¼µ�í�yÆíÒ�©ªí�Æ~y¾�í
�È�yÈí�Æ�í �ÈíÒ�ªªí�Ô¾yµ�í�Â��ªÖ�í�µÈ¼íÈ��í
�¼Â²�ÂªÖí �²¾ÈÖí ~�y²{�Âí ÎµÈ�ªí {¼È�í
~�y²{�ÂÆíyÂ�í��ª©��í�ÀÎy©©Ö!í

n��í Â�yÆ¼µí È��í ²¼ª�~Î©�Æí Æ¾Â�y�í
¼ÎÈí È¼í ��©ªí {¼È�í ~�y²{�ÂÆí �Æí ²yÈ��Ü
²yÈ�~yªíÂyÈ��ÂíÈ�yµí¾�ÖÆ�~y©�í��íÆÎ~�íyí
��ÆÈ�µ~È�¼µí ~yµí {�í ²y��!í n��í µÎ²Ù
{�ÂÆí¼�í²¼©�~Îª�Æí¼µíÈ��íÈÒ¼íÆ���Æí¼�í
È��í¾yÂÈ�È�¼µíÈ�µ�íÈ¼í�ÀÎy©�×�íµ¼Èí{�Ù
~yÎÆ�íÈ��í²¼©�~Î©�ÆíÂ�¾�ªí¼µ�íyµ¼È�Ù
�Âíyµ�í²¼Ñ�íyÆí�yÂíy¾yÂÈíyÆí¾¼ÆÆ�{©��í
{ÎÈí ÂyÈ��Âí {�~yÎÆ�í È���Âí ²yµÖí ~¼©©�Ù
Æ�¼µÆíÒ�È�í È��íÒyª©Æí¼�í È��í~¼µÈy�µ�Âí
yµ�íÒ�È�í¼µ�íyµ¼È��ÂíÈ�µ�íÈ¼í��ÆÈÂ�{Ù
ÎÈ�í È��²í Âyµ�¼²©Öí È�Â¼Î��¼ÎÈí È��í
yÑy�©y{ª�í Æ¾y~��í ÎµÈ�©í y{¼ÎÈí �yª�í ¼�í
È��²íyÂ�í¼µí¼µ�íÆ���í¼�íÈ��í¾yÂÈ�È�¼µí
yµ�íy{¼ÎÈí�yª�íyÂ�í¼µíÈ��í¼È��ÂíÆ���!í

m�µ~�í È��í Æ¾Â�y��µ�í ¼�í È��í ²¼©��
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~Î©�Æí �Æí �Î�í È¼í ~�yµ~�í ÂyÈ��Âí È�yµí
È¼í Â�¾ÎªÆ�¼µ�í È��Â�í �Æí yí ~�yµ~�í È�yÈí
yª©í È��í ²¼©�~Îª�Æí ²���Èí Â�ÈÎÂµí Æ�Ù
²Î©Èyµ�¼ÎÆ©Öí È¼í È��í ~�y²{�Âí �Â¼²í
Ò��~�í È��Öí~y²� í [�í È��Â�íyÂ�í ¶í²¼©Ú
�~Î©�Æ�í �¼Ò�Ñ�Â�í È��í ¾Â¼{y{�ª�ÈÖí ¼�í
y©©í¼�íÈ��²íÂ�ÈÎÂµ�µ�íÈ¼íÈ���Âí¼Â���µyªí
~�y²{�Âí�ÆíÈ��íÆy²�íyÆíÈ��í¾Â¼{y{�©�Ù
ÈÖí¼�íÈ¼ÆÆ�µ�í¶í~¼�µÆíyµ�í�yÑ�µ�íÈ��²í
y©©í ~¼²�í Î¾í ���y�Æ�Aí /,4� í o�ÎÆí �¼Âí
yµÖí Æ�×y{ª�í µÎ²{�Âí ¼�í ²¼©�~Îª�Æí
�yµ�í È��Â�í yÂ�í y{¼ÎÈí 7.-�...�...��
.-.�-.-�-..�.--�...í ²¼ª�~Îª�Æí �µí yí
�Ây²í ¼�í �Ö�Â¼��µ�í È��í �Â��í �Ô¾yµÙ
Æ�¼µí �Æí yµí ����~È�Ñ�©Öí �ÂÂ�Ñ�ÂÆ�{©�í
¾Â¼~�ÆÆAí yí ¾Â¼~�ÆÆí Ò�¼Æ�í Æ¾¼µÈyµ�Ù
¼ÎÆíÎµ�¼�µ��íyªÈ�¼Î��í¾¼ÆÆ�{©��í�ÆíÆ¼í
Îµ©�¨�ªÖíÈ�yÈí¼µ�í~yµíÆyÖíÒ�È�í~¼µ��Ù
��µ~�í�ÈíÒ�©ªíµ�Ñ�Âí{�í¼{Æ�ÂÑ�� í

���í ��Æ¼Â��Â��í ÆÈyÈ��È��í ÆÈyÈ�í �µí
Ò��~�í È��í �yÆí �yÆí Æ¾Â�y�í �µÈ¼í

{¼È�í ~�y²{�ÂÆí ÂyÈ��Âí È�yµí Â�Æ��Ù
�µ�í~¼²¾y~È©Öí �µíyíÆ�µ�©�í~�y²{�ÂÝ
�Æí ²¼Â�í ¾Â¼{y{ª�í È�yµí È��í ¼Â��Â��í
ÆÈyÈ�!í n�yÈí �Æ�í È��Â�íyÂ�í²¼Â�í~¼µ���Û
ÎÂyÈ�¼µÆí ¼�í ²¼©�~Î©�Æí �µí Ò��~�í È��í
²¼©�~Î©�Æí ¼~~Î¾Öí {¼È�í ~�y²{�ÂÆ�í
¤ÎÆÈí yÆ�í Ò��µí /--í ~¼�µÆí yÂ�í È¼ÆÆ���í
È��Â�íyÂ�í²¼Â�íÒyÖÆíÈ¼íy~���Ñ�íyíÈ¼Ù
Èy©í¼�í 9-í��y�Æíyµ�í 9-íÈy�©ÆíÈ�yµíÈ��Â�í
yÂ�íÈ¼íy~���Ñ�í/--í��y�Æíyµ�íµ¼íÈy�©Æ!í
[µíÆyÖ�µ�íÈ�yÈíÈ��í�µÈÂ¼¾Öí¼�íÈ��íÎµ�Ù
Ñ�ÂÆ�í È�µ�Æí È¼í �µ~Â�yÆ��í È��í Æ�~¼µ�í
©yÒí �Æí Æ�²¾©Öí µ¼È�µ�í È�yÈí È��í Îµ�Ù
Ñ�ÂÆ�íÈ�µ�ÆíÈ¼í�y©©í�µÈ¼í²¼Â�í¾Â¼{y{ª�í
ÆÈyÈ�ÆíyÆíÈ�²�í¾yÆÆ�Æ!í

Myµí È��Æí ~¼µ~�¾Èí {�í ÀÎyµÈ�����Gí [µí
¼È��ÂíÒ¼Â�Æ�í ~yµí¼µ�íÆyÖí��Òí²Î~�í
È��í��Æ¼Â��Âí¼�íÈ��í�yÆí�yÆí�µ~Â�yÆ��í
y�È�Âí �Èí �yÆí Æ¾Â�y�í ¼ÎÈí È¼í ��ª©í |¼È�í
~�y²{�ÂÆGí M¼µÆ���Âí yí Æ�µ�©�í ²¼ª�Ù
~Îª�í �µí È��í �yÆ!í Hí ²¼©�~Î©�í È�yÈí ~yµí
Â¼y²íÈ�Â¼Î��¼ÎÈí{¼È�í~�y²{�ÂÆí�yÆí
ÈÒ�~�íyÆí²yµÖí¾¼ÆÆ�{ª�í¾¼Æ�È�¼µÆíyÆíyí
²¼ª�~Îª�í ~¼µ��µ��í È¼íyí Æ�µ�©�í ~�y²Ù
{�ÂAíÈ��Â�íyÂ�íÈÒ�~�íyÆí²yµÖíÒyÖÆí�¼Âí
yí²¼ª�~Îª�í È¼í¼~~Î¾Öí È��í ÈÒ¼�~�y²Ù
{�Âíy¾¾yÂyÈÎÆ!í [�í È��Â�íyÂ�íÈÒ¼í²¼ª�Ù
~Îª�Æí �µí È��í ÈÒ¼�~�y²{�Âíy¾¾yÂyÈÎÆ�í
�y~�í ²¼ª�~Îª�í �yÆí ÈÒ�~�í yÆí ²yµÖí
¾¼ÆÆ�{©�í¾¼Æ�È�¼µÆíyÆí�ÈíÒ¼Î©�í�yÑ�í�µí
yíÆ�µ�ª�í~�y²{�Â�íyµ�íÆ¼íÈ��íÆÖÆÈ�²í
yÆí yí Ò�¼ª�í �yÆí 4í)ď 4�í ¼Âí �¼ÎÂ�í È�²�Æí
yÆí ²yµÖí ¾¼ÆÆ�{ª�í ~¼µ���ÎÂyÈ�¼µÆ í [�í
È��Â�í yÂ�í È�Â��í ²¼ª�~Î©�Æ�í È��í ÆÖÆÙ
È�²í �yÆí 4í)ď 4í)ď 4�í ¼Âí����È�í È�²�ÆíyÆí
²yµÖí¾¼ÆÆ�{©�í~¼µ���ÎÂyÈ�¼µÆ í

[µí��µ�Ây©�í ��íÈ��Â�íyÂ�í ¶í²¼©�~Î©�Æí
�µí È��í�yÆ�í È��í�yÆí~yµí��ªªí ÈÒ¼í~�y²Ù
{�ÂÆí �µí 4�í È�²�Æí ²¼Â�í ÒyÖÆí È�yµí �Èí
~yµí ��ª©íyí Æ�µ�©�í~�y²{�Â!í n��í�yÆí �µí
È��íÈÒ¼�~�y²{�Âíy¾¾yÂyÈÎÆí�ÆíÆy��íÈ¼í
�yÑ�í 4�í È�²�Æí yÆí ²yµÖí �y~~�ÆÆ�{©�í
ÆÈyÈ�Æ�í yÆí È��í �yÆí �µí yí Æ�µ�©�í ~�y²Ù
{�Â!í [µíÈ��íÆy²�íÒyÖ�í È��íµÎ²{�Âí¼�í
y~~�ÆÆ�{©�íÆÈyÈ�Æí�µí²¼ÆÈíÆÖÆÈ�²Æí��Ù
¾�µ�Æí �Ô¾¼µ�µÈ�yªªÖí ¼µí È��í µÎ²{�Âí
¼�í²¼©�~Îª�Æ!í

n��í �µÈÂ¼¾Öí ¼�í yí ÆÖÆÈ�²í �Æí È��Â�Ù
�¼Â�í ����µ��í yÆí È��í ©¼�yÂ�È�²í ¼�í È��í
µÎ²{�Âí ¼�í y~~�ÆÆ�{ª�í ÆÈyÈ�Æ í [µí È��í
�Ôy²¾©�í¼�í È��í ÈÒ¼�~�y²{�Âí �yÆíy¾Ù
¾yÂyÈÎÆ�íyí4���¼©�í�µ~Â�yÆ�í�µíÈ��íµÎ²Ù
{�Âí¼�íy~~�ÆÆ�{©�íÆÈyÈ�Æí�Æíyµí�µ~Â�yÆ�í
�µí�µÈÂ¼¾Öí ¼�í ¶í {�ÈÆ�í ¼Âí{�µyÂÖí Îµ�ÈÆ í
�n��í {yÆ�í ¼�í È��í ª¼�yÂ�È�²�yµ�í
��µ~�íÈ��íÆ�×�í¼�íyíÎµ�Èí¼�í�µÈÂ¼¾Ö��Æí
yÂ{�ÈÂyÂÖEí�Èí�Æí~¼µÑ�µÈ�¼µy©íÈ¼í~�¼¼Æ�í
{yÆ�í 4í yµ�í {�µyÂÖí Îµ�ÈÆ �í o��í ª¼�yÙ
Â�È�²�~í Æ~yª�í �yÆí È��í y�ÑyµÈy��í ¼�í
²y¨�µ�í È��í �µÈÂ¼¾Öí ¼�í yí Æy²¾ª�í
¼�í ²yÈÈ�Â�í ©�¨�í �ÈÆí �µ�Â�Öí ¼Âí ²yÆÇ�í
Â¼Î��ªÖí ¾Â¼¾¼ÂÈ�¼µyªí È¼í È��í µÎ²{�Âí
¼�í²¼©�~Î©�Æí �µí È��íÆy²¾©� í iµ�í~yµí
�ÂyÒíyµíyµyª¼�ÖíÈ¼íyí~¼²¾ÎÈ�Âí²�²Ù
¼ÂÖAí yµí ¶�{�Èí ²�²¼ÂÖ�í ¼È��Âí È��µ�Æí
{��µ�í�ÀÎyª�í�yÆíÆ�×��íÒ����Èíyµ�í~¼ÆÈí
È�yÈíyÂ�íÂ¼Î��©Öí¾Â¼¾¼ÂÈ�¼µyªíÈ¼í ¶�íy©Ù
È�¼Î��íÈ��íµÎ²{�Âí¼�í��ÆÈ�µ~ÈíÆÈyÈ�Æí
¾¼ÆÆ�{©�í�µíÈ��í²�²¼ÂÖí�Æí4� í

���í�yÂ©��ÆÈíÆÈyÈ�²�µÈÆí¼�íÈ��íÆ�~Ù
¼µ�í©yÒí���íµ¼Èí²�µÈ�¼µíÂyµ�¼²Ù

µ�ÆÆí ¼Âí ��Æ¼Â��ÂDí È��Öí ~¼µ~�Âµ��í
��yÈ�í Ò¼Â¨í yµ�í È�²¾�ÂyÈÎÂ� í X¼Òí
~yµí È��Æ�í~¼µ~�¾ÈÆí{�í Â�©yÈ��í È¼í¼ÎÂí
ÀÎyµÈ�ÈyÈ�Ñ�í����µ�È�¼µí¼�í�µÈÂ¼¾ÖGí

n��í ²¼ª�~Îª�Æí �µí yµÖí Æy²¾©�í ¼�í
²yÈÈ�Âí yÂ�í y©ÒyÖÆí �µí ²¼È�¼�0!í n��í
Æ¾���íyµ�í��Â�~È�¼µí¼�í�y~�í²¼©�~Î©�í
yÂ�íÂyµ�¼²�í{ÎÈíÈ��íyÑ�Ây��íÆ¾���í¼�í
È��í ²¼©�~Î©�Æí �Æí ¾Â¼¾¼ÂÈ�¼µy©í È¼í È��í
ÆÀÎyÂ�í Â¼¼Èí ¼�í È��í Æy²¾©��Æí È�²¾�ÂÙ
yÈÎÂ�í �yÆí ²�yÆÎÂ��í �Â¼²í y{Æ¼©ÎÈ�í

© 1987 SCIENTIFIC AMERICAN, INC



Ø�Â¼�#íHÇíÉ��íÉ�³¿�ÂzÉÏÂ�í¼� zíÇz³¿ª�í
�Çí Âz�Ç��í �zµ�í É��í zÑ�Âz��í Ç¿���í �µÙ
~Â�zÇ�Ç�í É��í Ñ�ª¼~�É��Çí ¼�í �µ��Ñ��Ïzªí
³¼ª�~Ïª�Çí ~¼³�í É¼í }�í ��ÇÉÂ�}ÏÉ��í
¼Ñ�Âí zí �Â�zÉ�Âí Âzµ��í É�zµí É��Öí zÂ�í
Ò��µíÉ��ízÑ�Âz��íÇ¿���í�Çíª¼Ò í

t��µí É��í zÑ�Âz��í Ç¿���í �Çí �����í
É��µ�í �Ñ�ÂÖí ³¼ª�~Ïª�í �µí É��í Çz³Ù
¿ª�í �zÇí zí �Â�zÉ�Âí Âzµ��í ¼�í Ñ�ª¼~�É��Çí
zÑz�ªz}ª�í É¼í �É�í ¤ÏÇÉí zÇí zí ³¼ª�~Ïª�í �µí
zí ÉÒ¼�~�z³}�Âí �zÇí z¿¿zÂzÉÏÇí �zÇí zí
�Â�zÉ�Âí Âzµ��í ¼�í ¿¼Ç�É�¼µÇí zÑz�ªz}ª�í
É¼í�ÉíÉ�zµízí³¼ª�~Ïª�í�µízíÇ�µ�ª��~�z³Ú
}�Âí z¿¿zÂzÉÏÇí �zÇ$í n��Â�í zÂ�í É�ÏÇí
³¼Â�í z~~�ÇÇ�}ª�í ÇÉzÉ�Çí zÉí ����í É�³Ú
¿�ÂzÉÏÂ�Çí É�zµí É��Â�ízÂ�í zÉí ª¼Òí É�³Ú
¿�ÂzÉÏÂ�Ç ín��í³¼É�¼µí�Çí³¼Â�í��Ç¼ÂÙ
��Â��ízÉí����íÉ�³¿�ÃzÉÏÂ�Ç�í }�~zÏÇ�í
�Éí�Çí�zÂ��ÂíÉ¼í¿Â���~ÉíÒ�zÉíÉ��íÑ�ª¼~�Ú
ÉÖí¼�ízµÖí³¼ª�~Ïª�íÒ�ªªí}�$í

P�Ç¼Â��Âí ¼�í ³¼ª�~ÏªzÂí³¼É�¼µí zµ�í
��Ç¼Â��Âí¼�í³¼ª�~ÏªzÂí¿¼Ç�É�¼µÇí³ÏÇÉí
}¼É�í }�í ~¼ÏµÉ��í �µí ��É�Â³�µ�µ�í É��í
�µÉÂ¼¿Öí¼� zíÇÖÇÉ�³%ín��í�µÉÂ¼¿Öí¼� zí
�zÇí~zµí}�í�µ~Â�zÇ��í��É��Âí}Öízªª¼ÒÚ
�µ�í É��í �zÇí É¼í ¼~~Ï¿Öí zí �Â�zÉ�Âí Ñ¼ªÙ
Ï³�í¼Âí}Öí�µ~Â�zÇ�µ�í�ÉÇíÉ�³¿�ÂzÉÏÂ�í
Ç¼íÉ�zÉí�ÉÇí³¼ª�~ÏªzÂí³¼É�¼µí}�~¼³�Çí
³¼Â�í��Ç¼Â��ÂªÖ!í

HµÖí �©¼Òí ¼�í ��zÉí É��Â��¼Â�í ~zÂÂ��Çí
�µÉÂ¼¿ÖíÒ�É�í�É!ín¼í}�í¿Â�~�Ç��í�ÉíÉÏÂµÇí
¼ÏÉí É�zÉí zí ��zÉí �©¼Òí ~zÂÂ��Çí zµí
z³¼ÏµÉí ¼�í �µÉÃ¼¿Öí ¿Ã¼¿¼ÂÉ�¼µzªí É¼í
É��í ÀÏzµÉ�ÉÖí ¼�í ��zÉí �©¼Ò�µ�í ��Ñ����í
}ÖíÉ��íÉ�³¿�ÂzÉÏÃ�ízÉíÒ��~�íÉ��í �©¼Òí
Éz¨�Çí¿ªz~� í X�µ~�ízí �ª¼Òí�Â¼³ízí�¼Éí
}¼�ÖíÉ¼ízí~¼ª�í}¼�ÖíÂz�Ç�ÇíÉ��í�µÉÂ¼Ù
¿Öí¼�íÉ��í~¼ª�í{¼�Öí³¼Â�íÉ�zµí�Éíª¼ÒÙ
�ÂÇí É��í �µÉÂ¼¿Öí ¼�í É��í �¼Éí ¼µ�Bí É��í
Çz³�í z³¼ÏµÉí ¼�í ��zÉí ª�zÑ�Çí É��í �¼Éí
}¼�ÖízÇí�µÉ�ÂÇí É��í~¼ª�í}¼�Ö�í {ÏÉí �µí
���ÏÂ�µ�í É��í�µÉÂ¼¿Öí��~Â�zÇ�í¼�í É��í
�¼Éí}¼�Öí¼µ�í��Ñ���Çí}Öízí����íÉ�³Ù
¿�ÂzÉÏÂ��íÒ��Â�zÇí �µí���ÏÂ�µ�íÉ��í�µÙ
ÉÂ¼¿Öí �µ~Â�zÇ�í ¼�í É��í ~¼ª�í }¼�Öí ¼µ�í
��Ñ���Çí}Öízíª¼ÒíÉ�³¿�ÂzÉÏÂ�!í Hí��zÉí
�¼Òí �Ä¼³í zí �¼Éí É¼í zí ~¼ª�í {¼�Öí É�ÏÇí
Âz�Ç�ÇíÉ��í�µÉÂ¼¿Öí¼�íÉ��íÏµ�Ñ�ÂÇ�!í

�ÏÂí³¼Â�í¿Â�~�Ç�í����µ�É�¼µí¼�í�µÙ
ÉÃ¼¿Öí ��Ñ�Çí ÏÇí zí }�ÉÉ�Âí Ïµ��ÂÙ

ÇÉzµ��µ�í ¼�í Ò�Öí dzÔÒ�ªª�Çí ��³¼µí
Ç��³Çí É¼í Ñ�¼ªzÉ�í É��í Ç�~¼µ�í ªzÒ!í KÖí
�ÉÇíÇ¼ÂÉ�µ�í z~É�¼µí É��í��³¼µí �Çí ~zÏÇÙ
�µ�í��zÉíÉ¼í�¼Òí�Â¼³íÂ¼¼³í�RÉ¼íÂ¼¼³í��R �Ñ�µí z��Âí Â¼¼³í �R �zÇí }�~¼³�í
ÒzÂ³�Âí É�zµí Â¼¼³í��R n��í ��³¼µí �Çí
É��Â��¼Â�í ª¼Ò�Â�µ�í É��í �µÉÂ¼¿Öí ¼�í
Â¼¼³í�R}Öízí�Â�zÉ�Âíz³¼ÏµÉíÉ�zµí�Éí�Çí
Âz�Ç�µ�íÉ��í�µÉÂ¼¿Öí¼�íÂ¼¼³í�
Rn��í��Ú
³¼µíÉ��Â��¼Â�í��~Â�zÇ�ÇíÉ��í�µÉÂ¼¿Öí
¼�íÉ��íÏµ�Ñ�ÂÇ�ízÇízíÒ�¼ª��zíÉ��Â³¼Ù
�Öµz³�~í�³¿¼ÇÇ�}�ª�ÉÖ í

[µí ��Çí ��Ç~Â�¿É�¼µí ¼�í É��í ��³¼µí
dzÔÒ�ªªí²z��í�Éí~ª�zÂí��í}�ª��Ñ��í�µí
É��í Ñzª���ÉÖí ¼�í É��í Ç�~¼µ�í ªzÒ í X�í
ÇÏ���ÇÉ��í É�zÉí ¿�Â�z¿Çí �Ï³zµí }�Ù
�µ�ÇízÂ�íÏµz}ª�íÉ¼íÑ�¼ªzÉ�íÉ��íÇ�~¼µ�í

ªzÒí �}Öí �¼�µ�í Ò�zÉí É��í ��³¼µí ~zµí
�¼�íÇ�³¿ªÖí}�~zÏÇ�íÉ��Öíªz~¨íÉ��í��Ù
³¼µ�Çíz}�ª�ÉÖíÉ¼íÇ��ízµ�í�zµ�ª�í �µ��Ù
Ñ��Ïzªí³¼ª�~Ïª�Ç!í n��Çí �Çí µ¼Éí zí~¼³Ù
¿ª�É�ªÖí ÇzÉ�Ç��µ�í �Ô¼Â~�Ç³í ¼�í É��í
��³¼µ�í }�~zÏÇ�í �Éí ª�zÑ�Çí ¼¿�µí É��í
ÀÏ�ÇÉ�¼µí ¼�í Ò��É��Âí zí }��µ�í z}ª�í É¼í
Ç��ízµ�í�zµ�ª�í�µ��Ñ��Ïzªí³¼ª�~Ïª�Ç�í
��íÇÏ~�ízí}��µ�í���í�Ô�ÇÉ�í~¼Ïª�íÑ�¼ªzÉ�í
É��íÇ�~¼µ�íªzÒ!í

iµ�í ÒzÖí É¼í Ïµ~¼Ñ�Âí É��í Â�zÇ¼µÇí
dzÔÒ�ªª�Çí ��³¼µí ~zµµ¼Éí Ò¼Â¨í �Çí É¼í
zµzªÖØ�í zµ�í Â��É�í ÑzÂ�¼ÏÇí Ç�³¿ª��í
�µzµ�³zÉ�í ��Ñ�~�Çí É�zÉí ³���Éí �µ~Þ
É�¼µí zÇí ��³¼µÇ�í ÇÏ~�í zÇí É��í ²�µ�Ù
zÉÏÂ�í Ç¿Â�µ��ª¼z���í ÉÂz¿�¼¼Âí ³�µÚ
É�¼µ��í z}¼Ñ��í Ò��~�í z~ÉÇí zÇí zí ¼µ�Ù
ÒzÖíÑzªÑ�í�¼Âí³¼ª�~Ïª�Ç í

[³z��µ�íÉ�zÉíÉ��í�¼¼Âí¼¿�µÇíÉ¼íÉ��í
ª��É í [�í É��í ��³¼µí Ò¼Â¨Çí zÇí �Éí �Çí ÇÏ¿Ù
¿¼Ç��íÉ¼�íÉ��µí�Ñ�ÂÖíÉ�³�ízí²¼ª�~Ïª�í
�Â¼²íÉ��íÂ¼¼³í¼µíÉ��íÂ���ÉíÇÉÂ�¨�ÇíÉ��í
�¼¼Â�í É��í �¼¼Ãí ÇÒ�µ�Çí ¼¿�µí zµ�í É��í
³¼ª�~Ïª�í ¿zÇÇ�Çí �µÉ¼í É��í Â¼¼³í ¼µí
É��í ª��É í t��µí zí ³¼ª�~Ïª�í �Â¼³í É��í
ª��Éí ÇÉÂ�¨�Çí É��í �¼¼Ã�í �¼Ò�Ñ�Â�í É��í
�¼¼Âí Çªz²Çí Ç�ÏÉ�í ÉÂz¿¿�µ�í É��í ³¼ª�Ù
~Ïª� íRÑ�µÉÏzªªÖízªªíÉ��í²¼ª�~Ïª�ÇízÂ�í
ÉÂz¿¿��í ¼µí É��í ª��É�í zµ�í É��í ��³¼µí
�zÇí~¼³¿Â�ÇÇ��íÉ��í�zÇí�Â��Ï~�µ�í�ÉÇí
�µÉÂ¼¿Ö�íÒ�É�¼ÏÉí�¼�µ�ízµÖíÒ¼Â¨$í

X¼Òí�ÇíÉ��íÉÂz¿�¼¼Âí��³¼µí�zÒ��Gí
U�ÂÇÉí ¼�í zªª�í É��í Ç¿Â�µ�í �¼ª��µ�í É��í
�¼¼ÂíÇ�ÏÉí³ÏÇÉí{�í ÂzÉ��ÂíÒ�z¨ ín��í
Ò¼Â¨í¼�í¼¿�µ�µ�íÉ��í�¼¼Âíz�z�µÇÉíÉ��í
Ç¿Â�µ��Çí �¼Â~�í ³ÏÇÉí {�í ~¼³¿zÂz}ª�í����/
/
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É¼í É��í zÑ�Âz��í¨�µ�É�~í �µ�Â�Öí ¼�í É��í
�zÇí³¼ª�~Ïª�Ç í [µí/@/4ídzÂ�zµím³¼ªÏÙ
~�¼ÒÇ¨�í¿¼�µÉ��í¼ÏÉíÉ�zÉí}�~zÏÇ�íÉ��í
�¼¼Âí �Çí Ã�¿�zÉ��ªÖí }��µ�í ÇÉÂÏ~¨í }Öí
³¼ª�~Ïª�Ç�í �Éí Ò�ªªí �Ñ�&µÉÏzªªÖíz~ÀÏ�Â�í
�ÉÇí¼Òµí¨�µ�É�~í�µ�Â�Öí¼�íÂzµ�¼³í³¼Þ
É�¼µí�É�zÉí�Ç�í��zÉí�µ�Â�Ö�!ín��í�¼¼Â�Çí
�µ�Â�Öí ¼�í Âzµ�¼³í ³¼É�¼µí Ò�ªªí }�í
z{¼ÏÉí É��í Çz³�í zÇí É�zÉí ¼�í É��í ³¼ª�Ù
~Ïª�ÇíÇÉÂ�¨�µ�í�É�í zµ�íÇ¼íÉ��í�¼¼ÂíÒ�ªªí
¤���ª�í ¼µí �ÉÇí ��µ��Çí zµ�í ÇÒ�µ�í ¼¿�µí
zµ�í Ç�ÏÉí �Â�³�³}�Âí É�zÉí É��í �¼¼Âí
�Çí Ñ�ÂÖí Ç³zªª��í zªÉ�ÂµzÉ�ªÖí }¼Ïµ~�µ�í
z�z�µÇÉí �ÉÇí ¤z³{í zµ�í ÇÒ�µ� µ�í ¼¿�µí
z�z�µÇÉíÉ��í�¼Ã~�í¼�íÉ��íÇ¿Â�µ�!í

t��µíÉ��í�¼¼Âí�Çí¼¿�µ�í�Éí¼}Ñ�¼ÏÇªÖí
~zµµ¼Éí �Ðµ~É�¼µí zÇí zí ¼µ��ÒzÖí ÑzªÑ��í
Ç�µ~�í ³¼ª�~Ïª�Çí ~zµí ¿zÇÇí �Â��ªÖí �µí
}¼É�í��Â�~É�¼µÇ!í iµ�í³���ÉíÇÉ�ªªí�¼¿�í
É�zÉí É��í �¼¼Ãí Ò¼Ïª�í z~Éí zÇí zµí �µ���Ù
~��µÉí��³¼µ�íÉÂz¿¿�µ�ízÉíª�zÇÉízíÇ³zªªí
�Ô~�ÇÇí¼�í�zÇí¼µíÉ��íª��É�í}ÏÉí�Éí~zµµ¼Éí
�¼í�Ñ�µíÉ�zÉ$í HµÖíÉ�µ��µ~ÖíÉ��í�¼¼Âí
�zÇíÉ¼íz~ÉízÇízí¼µ��ÒzÖíÑzªÑ��í ¼¿�µÙ
�µ�íÉ¼íª�Éízí³¼ª�~Ïª�í�¼í�Â¼²íÉ��íÂ���Éí
É¼í É��í ª��É�í �Çí �Ôz~ÉªÖí ~¼ÏµÉ�Âz~É��í
}Öí�ÉÇí É�µ��µ~ÖíÉ¼í�¼í É��íÃ�Ñ�ÂÇ�Aí É¼í
Çªz²íÇ�ÏÉíz�z�µÇÉízí³¼ª�~Ïª�íÉ�zÉí�zÇí
Òzµ��Â��í�µí�Â¼µÉí¼�í�É�íz~É�Ñ�ªÖí¿ÏÇ�Ù
�µ�í É��í ³¼ª�~Ïª�í �Â¼³í É��í Â¼¼³í ¼µí
É��íª��ÉíÉ¼íÉ��í¼µ�í¼µíÉ��íÂ���Éí �z����í
}ÖíÉ��í�¼Â~�í¼�íÉ��íÇ¿Ã�µ��!í

n��í ÉÒ¼í ¿Ã¼~�ÇÇ�Ç�zí ³¼ª�~Ïª�í
¿ÏÇ��µ�í �ÉÇí ÒzÖí ¿zÇÉí É��í �¼¼Ãí �Â¼³í
Â���Éí É¼í ª��É�í zµ�í É��í �¼¼Âí ¿ÏÇ��µ�í zí
²¼ª�~Ïª�í �Â¼³í ª��Éí É¼í Â���É�zÃ�í ²��

-+�*�))+f�� ')(�f BQf5f;LPIfL;f'5ZX9GG�Qf89ILJf89QB@J98fRLfLM9P5R9f5SRLI5RB75Ga
G] 5J8fRLf7P95R9f5JfBJ9OS5GBR]fL;fMP9QQSP9fJLRfL;fR9IM9P5RSP9�f�fQMPBJ@�GL5898fRP5M8LLPf
6GL7FQf5f ALG9f69RW99Jf RWLfPLLIQf BJBRB5GG]f 7LJR5BJBJ@f @5Qf 5Rf 9OS5Hf R9IM9P5RSP9Qf 5J8f
MP9QQSP9Q�f-A9f 8LLPf QWBJ@Qf LM9Jf BJf LJG]f LJ9f 8BP97RBLJf BJf LP89Pf RLf 58IBRfILG97SG9Qf
;PLIfPLLIf�R BJRLfPLLIf�R6SRfJLRfTB79fT9PQ5�f T9JRS5GG]fLJ9fIB@ARfRABJFfILG97SH9QfWBGGf
577SISG5R9fBJf�R5RfRA9f9ZM9JQ9fL;f��R7P95RBJ@f5JfBJ9OS5HBR]fL;fMP9QQSP9�f�7RS5HG]fRA9fBJb
9OS5GBR]f8L9QfJLRf6SBG8fSM�f-A9fRP5M8LLPfA95R98f6]f7LGHBQBLJQfWBRAfILG97SH9Qf EB@@H9Qf
LM9Jf5J8f7GLQ98fP5J8LIG]f6975SQ9fL;fRA9PI5Gf9J9P@]�f/A9JfBRfBQfLM9Jf BRfBQfJLRf5fLJ9a
W5]fT5GT9f5J8f5QfBRf7GLQ9QfBRfI5]fMSQAf5fILH97SG9f;PLIf�RBJRLf��R-A9fG5RR9PfMPL79QQfR5F9Qf
MG579f5QfL;R9Jf5QfBRQf BJT9PQ9f BJfWAB7Af5fILG97SH9f;PLIf�R MSQA9QfM5QRfRA9f8LLPfBJRLf�R

///í© 1987 SCIENTIFIC AMERICAN, INC



Ôď

����i
�7ď

�ĉď �i� � � � ���ď�ď

�ď

fi
�Ċď

���?�����?�ďhi ���i� � &�&

�ċď
�ď

�ď

��ď

��&�i�i�&

2i
�ď

�ď

��& �ď%&
�&�i

�ď

7 �ď

7�ď

� #& � "
������

�ď

�ď
�ď

��������ď
�&�&

� �& �ď

!+  f 0*�(,#)(fL;f5f@5Qf BQf5f RA9PIL8]J5IB75HH]f BPP9T9PQB6H9f
MPL79QQ�f LJ9f BJfWAB7Af RA9f9JRPLM]f LPf8BQLP89Pf L;f RA9fSJBT9PQ9f
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~�yµ¡~y©í Â�Ñ�ÂÆ�Æí ¼�í �y~�í ¼È��ÂAí yí
²¼È¡¼µí ¾¡~ÈÎÂ�í ¼�í ¼µ��í Æ�¼Òµí {y~¨Ù
ÒyÂ��íÒ¼Î©�í©¼¼¨í©�¨�íÈ��í¼È��Â!í [µíyµí
�µÑ¡Â¼µ²�µÈí yÈí yí ~¼µÆÈyµÈí È�²¾�ÂÙ
yÈÎÂ�í yµ�í ¾Â�ÆÆÎÂ�í {¼È�í ¾Â¼~�ÆÆ�Æí
Ò¼Î©�í Èy¨�í ¾©y~�í �ÀÎy©©Öí ¼�Ê�µ�í yµ�í
È��í y{¡©�ÈÖí ¼�í È��í ÈÂy¾�¼¼Âí È¼í y~Èí yÆí
yí ¼µ��ÒyÖí Ñy©Ñ�í Ò¼Î©�í {�í �Ôy~È©Öí
×�Â¼%í [Èí~yµµ¼ÈíÒ¼Â¨íyÆíyí��²¼µ%í

[µí �µÑ�Â¼µ²�µÈÆí Ò��Â�í È��í ¾Â�ÆÜ
ÆÎÂ�í ¡Æí µ¼Èí �ÀÎy©í ¼µí {¼È�í Æ¡��Æí ¼�í
È��í�¼¼Â�í ¼�í ~¼ÎÂÆ��í ÆÎ~�í��Ñ¡~�Æí�¼í
�Îµ~È¡¼µ%í ayÂ���Æ~y©�í Ñ�ÂÆ¡¼µÆ�í {Î¡©Èí
Ò¡È�í²y~Â¼Æ~¼¾¡~í�¼¼ÂÆíyµ�íÆ¾Â¡µ�Æ�í
~yµí {�í Æ��µí ¼µí Ñ�µÈ�©yÈ¼Âí �yµÆí ��Ù
Æ¡�µ��íÈ¼í{©¼ÒíÆÈy©�íy¡Âí¼ÎÈí¼�íÂ�ÆÈyÎÛ
ÂyµÈÆíÒ�È�¼ÎÈíy�²¡ÈÈ¡µ�í�ÎÆÈÆí¼�í¼ÎÈß
Æ¡��í y�Âí Ò��µí È��í �yµí ¡Æí ¼�� í d¡~Â¼Ù
Æ~¼¾¡~í Ñ�ÂÆ¡¼µÆí Ò¼Î©�í �Îµ~È¡¼µí ¡µí
²Î~�í È��í Æy²�í ÒyÖ�í y©©¼Ò�µ�í ²¼©�à
~Î©�Æí È¼í ¾yÆÆí ¡�í È��Â�í Ò�Â�í �Ô~�ÆÆí
¾Â�ÆÆÎÂ�í¼µí¼µ�íÆ¡��í{ÎÈíÆ�ÎÈÈ¡µ�í¼��í
È��í �©¼Òí ¡�í È��Â�í Ò�Â�í �Ô~�ÆÆí ¾Â�ÆÙ
ÆÎÂ�í¼µíÈ��í¼È��Â%íp��í��Ñ¡~�ÆíÒ¼Î©�í
µ¼Èí Ñ¡¼©yÈ�í È��í Æ�~¼µ�í ©yÒ�í {�~yÎÆ�í
È��Öí ~¼Î©�í ¼µ©Öí y©©¼Òí ¾Â�ÆÆÎÂ�Æí È¼í
�ÀÎy©¡×�Eí È��Öí ~¼Î©�í µ�Ñ�Âí �¼Â²í Â�Ù
�¡¼µÆí¼�í�Ô~�ÆÆí¾Â�ÆÆÎÂ�!í


Ñ�µí È�¼Î��í yí Æ�²¾©�í ²�~�yµ¡~y©í
��²¼µí ~yµµ¼Èí Ò¼Â¨�í ¾�Â�y¾Æí yµí

¡µÈ�©©¡��µÈí ¼µ�í ~yµ%í [µ�����í Æ¼²�í
È¡²�íy�È�ÂídyÔÒ�©©í�y�í��Æ~Â�{��íÈ��í
��²¼µ�í ²yµÖí ¡µÑ�ÆÈ¡�yÈ¼ÂÆí ~y²�í È¼í
{�©¡�Ñ�í ¡µÈ�©©¡��µ~�í ÒyÆí È��í ~Â¡È¡~y©í
¾Â¼¾�ÂÈÖí È�yÈí �µy{©��í È��í ��²¼µí È¼í
¼¾�ÂyÈ�%í U¼Âí�Ôy²¾©��í ¡µíyí/@/8í¾y¾�Âí
m²¼©Î~�¼ÒÆ¨¡í ÒÂ¼È�Cí �IÆí �yÂí yÆí Ò�í
¨µ¼Òí È¼�yÖ�í È��Â�í ¡Æí µ¼í yÎÈ¼²yÈ¡~í
¾�Â²yµ�µÈ©Öí����~È¡Ñ�í¾�Â¾�ÈÎy©�²¼Û
È¡¼µí²y~�¡µ��í ¡µí Æ¾¡È�í¼�í È��í²¼©�~Îá
©yÂí �©Î~ÈÎyÈ¡¼µÆ�í {ÎÈí ÆÎ~�í yí ��Ñ¡~�í
²¡��È�í ¾�Â�y¾Æ�í �Îµ~È¡¼µí Â��Î©yÂ©Öí ¡�í
¡ÈíÒ�Â�íy¾¾Â¼¾Â¡yÈ�©Öí¼¾�ÂyÈ��í{Öí¡µà
È�««¡��µÈí{�¡µ�Æ%�í

q��í ¾�ÖÆ¢~¡ÆÈí b�¼í m×¡©yÂ�í yÈÈ�²¾Èà
��í yí ÁÎyµÈ¡ÈyÈ¡Ñ�í y·y©ÖÆ¢Æí ¼�í È��Æí

//5í

ÀÎ�ÆÈ¡¼µí �µí yí ¾y¾�Âí ¾Î{©¡Æ���í �µí
/@5@�í �iµíÈ��í Q�~Â�yÆ�í¼�í RµÈÂ¼¾Öí¡µí
yíp��Â²¼�Öµy²¡~í mÖÆÈ�²í{ÖíÈ��í [µà
È�ÂÑ�µÈ�¼µí ¼�í [µÈ�©©¡��µÈí K��µ�Æ%�í I©Ù
È�¼Î��íÈ��íÈ¡È©�íÆ��²ÆíÈ¼í�²¾©Öíyµí¡µÙ
È�©©¡��µÈí��²¼µí~¼Î©�íÑ�¼©yÈ�íÈ��íÆ�~Ú
¼µ�í ©yÒ�í È��í {¼�Öí ¼�í È��í yÂÈ¡~©�í �Æí
��Ñ¼È��íÈ¼íÂ��ÎÈ¡µ�íÈ��Æíµ¼È�¼µíyµ�íÈ¼í
yÂ�Î¡µ�í È�yÈí µ¼í {��µ��í ¡µÈ�©©���µÈí ¼Âí
µ¼È�í~yµí�¼íÆ¼%ím×¡©yÂ�íÈ�¼Î��ÈíÈ��í¼{Ù
Æ�ÂÑyÈ¡¼µ�í ¼Âí ²�yÆÎÂ�²�µÈ�í È��í ��Ù
²¼µí²ÎÆÈí²y¨�í ��¼Âí�Ôy²¾©��í È¼íÆ��í
Ò�¡~�í Æ¡��í yí ²¼©�~Î©�í �Æí ~¼²¡µ�í
�Â¼²�í ~yµµ¼Èí {�í �¼µ�í Ò¡È�¼ÎÈí y©Æ¼í
�¼¡µ�í �µ¼Î��í Ò¼Â¨í È¼í ~yÎÆ�í yµí �µÙ
~Â�yÆ�í ¡µí �µÈÂ¼¾Öí ÆÎ�~¡�µÈí È¼í ¾Â�Ú
Ñ�µÈíyíÑ¡¼©yÈ¡¼µí¼�íÈ��íÆ�~¼µ�í©yÒ í

m×¡©yÂ�í ~¼µÆ���Â��í yí ��²¼µí È�yÈí
�����Â��í �µí Æ�Ñ�Ây©í ÒyÖÆí �Â¼²í dyÔÙ
Ò�©©�ÆEí ��Æí ��²¼µí �yÆí Æ¡µ~�í ~¼²�í
È¼í {�í ~y©©��í m×�©yÂ��Æí �µ�¡µ� í �p��í
�µ�¡µ�í [í Æ�y©©í ��Æ~Â¡{�í ��Â�í �����ÂÆí
Æ©¡��È©Öí �Â¼²í m×¡©yÂ��Æí ¼Â¡�¡µy©í ¼µ� �í
p��í �µ�¡µ��Æí ²y¡µí ~¼²¾¼µ�µÈí ¡Æí yí
~Ö©¡µ��Âí ¡µí Ò�¡~�í È��Â�í �Æí yí Æ�µ�©�í
²¼©�~Î©�í¡µíÂyµ�¼²íÈ��Â²y©í²¼È�¼µ í
Ry~�í �µ�í ¼�í È��í ~Ö©�µ��Âí ¡Æí {©¼~¨��í
{Öíyí¾¡ÆÈ¼µ�íyµ�íyíÈ�¡µ�í²¼Ñy{©�í¾yÂÙ
È�È¡¼µí~yµí{�í¡µÆ�ÂÈ��í¡µíÈ��í²���©�í¼�í
È��í ~Ö©�µ��Âí È¼í ÈÂy¾í È��í ²¼©�~Î©�í ¡µí
¼µ�í �y©�í ¼�í È��í ~Ö©¡µ��Âí ¼Âí È��í ¼È��Âí+Z;;i BFFaZ]T0]BPLi PLiPQQPZB];iQ0=;,�iq��í
�µ�¡µ�í¡Æíy©Æ¼í�ÀÎ¡¾¾��íÒ¡È�í��Ñ¡~�Æí
�¼Âí �¡µ�¡µ�í Ò��~�í �y©�í¼�í È��í y¾¾yÂyÙ
ÈÎÆí È��í²¼©�~Î©�í �Æí ¡µíyµ�íyí²�²¼ÂÖí
�¼ÂíÂ�~¼Â�¡µ�íÈ�yÈí¡µ�¼Â²yÈ�¼µ%í

p��í �µ�¡µ��Æí ~Ö~©�í ~¼µÆ�ÆÈÆí ¼�í Æ¡Ôí
ÆÈ�¾Æ%í [µíÈ��í �ÂÆÈíÆÈ�¾íÈ��í¾yÂÈ¡È¡¼µí¡Æí
¡µÆ�ÂÈ���í ÈÂy¾¾¡µ�í È��í ²¼©�~Î©�í ¼µí
¼µ�íÆ¡��í¼Âí È��í¼È��Â!í m×¡©yÂ�í yÂ�Î��í
È�yÈíÈ��íÒ¼Â¨íµ�~�ÆÆyÂÖí È¼í ¡µÆ�ÂÈí È��í
¾yÂÈ¡È¡¼µí ~yµí ¡µí ¾Â¡µ~¡¾©�í {�í ²y��í
µ��©��¡{©ÖíÆ²y©© í

[µí È��í µ�ÔÈí ÆÈ�¾í È��í �µ�¡µ�í ��È�ÂÙ
²¡µ�ÆíÒ�¡~�í�y©� ¼� È��íy¾¾yÂyÈÎÆíÈ��í
²¼©�~Î©�í �yÆí {��µí ÈÂy¾¾��í �µ!í p��í
�µ�¡µ��Æí ²�²¼ÂÖí ��Ñ¡~�í �yÆí È�Â��í

¾¼ÆÆ¡{©�íÆÈyÈ�ÆCíyí{©yµ¨íÆÈyÈ�íÈ¼íÆ¡�µ�Ù
�Öí È�yÈí µ¼í ²�yÆÎÂ�²�µÈí �yÆí {��µí
²y���í yµí ¿ď È¼í Æ¡�µ¡�í È�yÈí È��í ²¼©�â
~Î©�í �yÆí {��µí ¼{Æ�ÂÑ��í ¡µí È��í ©��Èí
�y©�í¼�íÈ��íy¾¾yÂyÈÎÆ�íyµ�íyµíÈďÈ¼íÆ��Ù
µ¡�Öí È�yÈí È��í ²¼©�~Î©�í �yÆí {��µí ¼{Ù
Æ�ÂÑ��í ¡µí È��í Â¡��Èí �y©� í t��µí È��í
²�yÆÎÂ�²�µÈí ¡Æí ²y���í È��í ²�²¼ÂÖí
ÆÒ�È~��Æí �Â¼²íÈ��í{©yµ¨íÆÈyÈ�í È¼í¼µ�í
¼�íÈ��í¼È��ÂíÈÒ¼ í

p��í È�¡Â�í ÆÈ�¾�í Ò��~�í ²���Èí {�í
~y©©��í yí ~¼²¾Â�ÆÆ�¼µí ÆÈÂ¼¨��í ��Ù
¾�µ�Æí¼µíÈ��í¨µ¼Ò©����í�y¡µ��í�ÎÂÚ
�µ�íÈ��í¾Â�~��¡µ�íÆÈ�¾ íp��í¾�ÆÈ¼µí¼µí
È��í Æ¡��í È�yÈí �¼�Æí µ¼Èí ~¼µÈy¡µí È��í
²¼©�~±©�í�Æí¾ÎÆ���í¡µíÎµÈ�©í¡ÈíÈ¼Î~��Æí
È��í¾yÂÈ�È�¼µ!ísµ©¡¨�íÈ��í~¼²¾Â�ÆÆ¡¼µí
ÆÈÂ¼¨�í¼�íyµí �µÈ�Âµy©�~¼²{ÎÆÈ¡¼µí�µÚ
�¡µ��í È�¡Æí ~¼²¾Â�ÆÆ¡¼µí ÆÈÂ¼¨�í Â�Ú
ÀÎ�Â�Æí µ¼í Ò¼Â¨�í {�~yÎÆ�í È��í ¾�ÆÈ¼µí
�Æí �~¼²¾Â�ÆÆ¡µ��í �²¾ÈÖí Æ¾y~�Eí È��í
²¼©�~Î©��í Ò�¡~�í �Æí ÈÂy¾¾��í ¼µí È��í
¼È��ÂíÆ���í¼�íÈ��í¾yÂÈ¡È�¼µ�í~yµµ¼ÈíÂ�Ù
Æ�ÆÈíÈ��í¾�ÆÈ¼µ�Æí²¼Ñ�²�µÈ!í

p��µ�í ¡µí È��í �¼ÎÂÈ�í ÆÈ�¾�í È��í ¾yÂÈ¡ã
È�¼µí ¡Æí Â�²¼Ñ���í y©©¼Ò�µ�í È��í ²¼©�Ù
~Î©�í È¼í ~¼©©���í Ò�È�í È��í ¾¡ÆÈ¼µí È�yÈí
�yÆí ¥ÎÆÈí {��µí y�Ñyµ~�� í p��í ²¼©�Ù
~Î©��Æí ~¼©©�Æ¡¼µÆí �Ô�ÂÈí yí ¾Â�ÆÆÎÂ�í ¼µí
È��í�y~�í¼�íÈ��í¾¡ÆÈ¼µ í

[µí È��í �¡�È�í ÆÈ�¾�í Ò�¡~�í ²¡��Èí {�í
~y©©��íÈ��í¾¼Ò�ÂíÆÈÂ¼¨��íÈ��í¾Â�ÆÆÎÂ�í
¼�í È��í ²¼©�~Î©�í �Â¡Ñ�Æí È��í ¾¡ÆÈ¼µí
{y~¨ÒyÂ�íÈ¼í¡ÈÆí¼Â¡�¡µy©í ¾¼Æ¡È�¼µ�í �¼Ù
�µ�íÒ¼Â¨í¼µí¡È íp��í�µ�Â�ÖíÈ��í²¼©�Ù
~Î©�í��Ñ�ÆíÈ¼íÈ��í¾¡ÆÈ¼µí¡ÆíÂ�¾©y~��í{Öí
��yÈí~¼µ�Î~È��íÈ�Â¼Î��íÈ��í~Ö©¡µ��Âí
Òy©©Æí �Â¼²í È��í �µÑ¡Â¼µ²�µÈ�í yµ�í Æ¼í
È��í ²¼©�~Î©�í ~¼µÈ¡µÎ�Æí ²¼Ñ¡µ�í yÈí
È��íÆy²�íyÑ�Ây��íÆ¾���!íp��í����~Èí¼�í
È��í¾¼Ò�ÂíÆÈÂ¼¨�í¡ÆíÈ��Â��¼Â�íÈ¼í~¼µÙ
Ñ�ÂÈí��yÈí�Â¼²íÈ��íÆÎÂÂ¼Îµ��µ�Æí�µÈ¼í
²�~�yµ¡~y©íÒ¼Â¨í�¼µ�í¼µíÈ��í¾�ÆÈ¼µ í

[µí È��í Æ�ÔÈ�í ÆÈ�¾í È��í�µ�¡µ�í�ÂyÆ�Æí
�ÈÆí²�²¼ÂÖ�í Â�ÈÎÂµ¡µ�í�Èí È¼íÈ��í{©yµ¨í
ÆÈyÈ� í p��í �µ�¡µ�í µ¼Òí �yÆí �Ôy~È©Öí
È��í Æy²�í ~¼µ�¡�ÎÂyÈ¡¼µí ¡Èí �y�í yÈí È��í

© 1987 SCIENTIFIC AMERICAN, INC



{���µµ�µ�í¼�íÈ��í~Ö~©��íyµ�íÈ��í~Ö~©�í
~yµí{�íÃ�¾�yÈ��%í

�Ñ�Ãy©©�í È��í Æ�Ôí ÆÈ�¾Æí y¾¾�yÃí È¼í
�yÑ�í ~¼µÑ�ÃÈ��í ��yÈí �Ã¼²í È��í

ÆÎÃÃ¼Îµ��µ�Æí�µÈ¼íÒ¼Ã¨íÒ��©�íÃ�ÈÎÃµÙ
�µ�í È��í �yÆí yµ�í È��í �µ��µ�í È¼í È��í
Æy²�íÆÈyÈ�íÈ��ÖíÒ�Ã�í�µíyÈíÈ��íÆÈyÃÈ(í \�í
µ¼í¼È��Ãí~�yµ��í�yÆí¼~~ÎÃÃ��í�ÎÃ�µ�í
È��í~Ö~ª�í¼�í¼¾�ÃyÈ�¼µ�íÈ��í�µÈÃ¼¾Öí¼�í
È��í Îµ�Ñ�ÃÆ�í yÆí yí Ò�¼ª�í �yÆí {��µí
©¼Ò�Ã��'í \µí¾Ã�µ~�¾©�íÈ��í~Ö~©�í~yµí{�í
Ã�¾�yÈ��íyÆí¼�È�µíyÆí È��í�Ô¾�Ã�²�µÈÜ
�Ãí ÒyµÈÆ�í ©�y��µ�í È¼í yµí yÃ{�ÈÃyÃ�ªÖí
©yÃ��íÑ�¼©yÈ�¼µí¼�íÈ��íÆ�~¼µ�íªyÒ%í

m×�©yÃ�	Æí ÒyÖí ¼ÎÈí ¼�í È��Æí ¾Ã���~yÜ
²�µÈí ÒyÆí È¼í ¾¼ÆÈÎªyÈ�í È�yÈí È��í y~Èí
¼�í²�yÆÎÃ�²�µÈ�í �µí Ò��~�í È��í ²¼©�Ù
~Î©�	Æí ¾¼Æ�È�¼µí �Æí ��È�Ã²�µ���í {Ã�µ�Æí
y{¼ÎÈí yµí �µ~Ã�yÆ�í �µí �µÈÃ¼¾Öí ÆÎ��Ü
~��µÈíÈ¼í~¼²¾�µÆyÈ�í�¼ÃíÈ��í��~Ã�yÆ�í
�µí �¸ÈÃ¼¾Öí{Ã¼Î��Èíy{¼ÎÈí�ÎÃ�µ�í È��í
¾¼Ò�ÃíÆÈÃ¼¨�%í m×�ªyÃ�íÒyÆíÆ¼²�Ò�yÈí
Ñy�Î�íy{¼ÎÈí È��íµyÈÎÃ�íyµ�í ª¼~yÈ�¼µí
¼�íÈ��í �µ~Ã�yÆ�í �µí�µÈÃ¼¾Ö�í{ÎÈí �µí È��í
Ö�yÃÆíy�È�Ãí ��í ¾Î{©�Æ���í ��Æí¾y¾�Ãíyí
µÎ²{�Ãí ¼�í ¾�ÖÆ�~�ÆÈÆ�í µ¼Èy{©Öí a�¼µí
LÃ�©©¼Î�µí È��í yÎÈ�¼Ã�í �µí/@ 9:�í ¼�í È��í
Ò���©Öí Ã�y�í {¼¼¨í '5B;L5;i 0L7i "L<PTeI0]BPLi(@;PV�iyµ�í P�µ�Æí Wy{¼Ãí {�ÆÈí
¨µ¼Òµí yÆí È��í �µÑ�µÈ¼Ãí ¼�í �¼©¼�ÃyÙ
¾�Ö��í ÈÃ���í È¼í ÆÎ{ÆÈyµÈ�yÈ�í È��í¾¼ÆÈÎÙ
©yÈ��í�ÃÃ�Ñ�ÃÆ�{�©�ÈÖí¼�í²�yÆÎÃ�²�µÈ%í
\µí ¾yÃÈ�~ÎªyÃí È��Öí ÈÃ���í È¼í ��È�Ã²�µ�í
Ò�yÈí È��í ~¼ÆÈí Æ�¼Î©�í {��í �µí È�Ã²Æí ¼�í
�µ�Ã�Öí yµ�í �µÈÃ¼¾Ö�í ¼�í ¼{Æ�ÃÑ�µ�í yí
²¼ª�~Î©�í{Öíy�²�µ�íª���ÈíyÈí�Èíyµ�í¼{Ù
Æ�ÃÑ�µ�íÈ��íÃ��ª�~È�¼µÆ%í

\µí È���Ãí Ò¼Ã¨�í LÃ�©©¼Î�µí yµ�í Wy{¼Ãí
�Ã�Òí ¼µí yí È��¼ÃÖí È�yÈí �y�í {��µí ��Ù
Ñ�©¼¾��í Æ�µ~�í dyÔÒ�©©�Æí È�²�Aí È��í
ÀÎyµÈÎ²íÈ��¼ÃÖí¼�íÃy��yÈ�¼µ'íH~~¼Ã�Ù
�µ�í È¼í È��í ~ªyÆÆ�~y©í ÒyÑ�í È��¼ÃÖí ¼�í
ª���Èí È¼íÒ��~�í dyÔÒ�ª©í²y��í �Îµ�yÙ
²�µÈy©í ~¼µÈÃ�{ÎÈ�¼µÆ��í È��í �µ�Ã�Öí ¼�í
yí ©���Èí ÃyÖí ~yµí {�í ²y��í yÃ{�ÈÃyÃ�©Öí
Æ²yªª'íH~~¼Ã��µ�íÈ¼íÈ��íÀÎyµÈÎ²íÈ��Ù
¼ÃÖ�í �¼Ò�Ñ�Ã�í ©���Èí ~¼µÆ�ÆÈÆí ¼�í �µ�ÃÙ
�Öí¾y~¨�ÈÆí~y©ª��í¾�¼È¼µÆ"í o��í�µ�ÃÙ
�Öí¼�íyí¾�¼È¼µí��¾�µ�Æí¼µí �ÈÆíÒyÑ�ä
©�µ�È��í ¼Ãí ~¼©¼Ã�í yµ�í �Èí �Æí �²¾¼ÆÆ�{©�í
È¼í ��È�~Èí ª�ÆÆí È�yµí ¼µ�í ¾�¼È¼µí ¼�í
ª���È%íLÃ�ª©¼Î�µíyÃ�Î��íÈ�yÈí�¼Ãíyí²¼ª��

~Î©�íÈ¼í{�í¼{Æ�ÃÑ��í�Èí²ÎÆÈíÆ~yÈÈ�ÃíyÈí
©�yÆÈí ¼µ�í ¾�¼È¼µí ¼�í yí ¾Ã¼{�í {�y²�í
yµ�íÈ�yÈíÒ��µíÈ��í¾�¼È¼µ	Æí�µ�Ã�Öí�Æí
��ÆÆ�¾yÈ��í �µÈ¼í ��yÈ�í È��í ��ÆÆ�¾yÈ�¼µí
²ÎÆÈí¾Ã¼�Î~�íyµí�µÈÃ¼¾Öí�µ~Ã�yÆ�íyÈí
ª�yÆÈíyÆí�Ã�yÈíyÆíÈ��í�µÈÃ¼¾Öí��~Ã�yÆ�í
m×�©yÃ�	Æí�µ��µ�í~¼Î©�íy~���Ñ�íyÆíÈ��í
Ã�ÆÎ©Èí ¼�í �µ�¼Ã²yÈ�¼µí �y�µ��í y{¼ÎÈí
È��íÆ~yÈÈ�Ã�µ�í²¼©�~Îª�%í

��Öíµ¼ÈíÆ�²¾©ÖíÎÆ�íyí¾Ã¼{�í{�y²í
¼�í ¾�¼È¼µÆí È�yÈí �yÑ�í Ñ�ÃÖí ©¼Òí

�µ�Ã���ÆGío��íÆ~��²�íÒ�©ªíµ¼ÈíÒ¼Ã¨�í
{�~yÎÆ�í¼�íyµ¼È��Ã�í ²¼Ã�í~¼²¾©�~yÈÙ
���í~¼µÆ�ÀÎ�µ~�í¼�íÈ��íÀÎyµÈÎ²íÈ��Ù
¼ÃÖ'í H~~¼Ã��µ�í È¼í È��í ÀÎyµÈÎ²í È��Ü
¼ÃÖí ¼�í Ãy��yÈ�¼µ�í yµÖí Ñ�ÆÆ�©í Ò�¼Æ�í
Òy©©Æí yµ�í �µÈ�Ã�¼Ãí yÃ�í y©©í yÈí yí Æ�µ�©�í
~¼µÆÈyµÈíÈ�²¾�ÃyÈÎÃ�í{�~¼²�Æí��©©��í
Ò�È�íyí ��yÆ�í¼�í¾�¼È¼µÆAí yí{yÈ�í¼�íÃyÙ
��yÈ�¼µ%í o��íÒyÑ�©�µ�È�Æí¼�íÈ��í¾�¼Ù
È¼µÆí ��¾�µ�í ¼µí È��í È�²¾�ÃyÈÎÃ�í ¼�í
È��íÑ�ÆÆ�©%í mÎ~�íyí¾�¼È¼µí�yÆí~¼µÆÈ�Ù
ÈÎÈ�ÆíÈ��íÎµ��¼Ã²íÃ��í¼Ãí¼Ãyµ��í�©¼Òí
�µÆ���í yí �¼Èí �ÎÃµy~�%í HÈí Ã¼¼²í È�²Ù
¾�ÃyÈÎÃ�í È��í ¾�¼È¼µÆí yÃ�í ²¼ÆÈªÖí �µí
È��í�µ�ÃyÃ��í¾yÃÈí¼�íÈ��íÆ¾�~ÈÃÎ²íyµ�í
yÃ�íÈ��Ã��¼Ã�í�µÑ�Æ�{©�"�í

o��í¾�¼È¼µí�yÆí²���ÈíÆ��²íyÈí��ÃÆÈí
È¼í {�í yí �yµ�Öí Æ¼ÎÃ~�í ¼�í ª���Èí {Öí
Ò��~�í È��í��²¼µí~¼Î©�í¼{Æ�ÃÑ�í�yÆí
²¼©�~Î©�Æí È��Ã�{Öí ÆyÑ�µ�í �ÈÆ�©�í È��í
�µÈÃ¼¾Öí ~¼ÆÈí ¼�í yí �©yÆ�ª���È�%í iµ�í ¼�í
È��í ÆÎÃ¾Ã�Æ�µ�í ~¼µÆ�ÀÎ�µ~�Æí ¼�í È��í
Æ�~¼µ�í©yÒ�í�¼Ò�Ñ�Ãíyí~¼µÆ�ÀÎ�µ~�í
��Æ~¼Ñ�Ã��í {Öí WÎÆÈyÑí k¼{�ÃÈí `�Ã~�Ù
�¼�í�µí/<9@��í�ÆíÈ�yÈí�Èí�Æí�²¾¼ÆÆ�{©�íÈ¼í
Æ��í yµÖÈ��µ�í �µí yí Ñ�ÆÆ�©í yÈí Î���¼Ã²í
È�²¾�ÃyÈÎÃ�í {Öí È��í ª���Èí ¼�í È��í Ñ�ÆÙ
Æ�©	Æí ¼Òµí �©¼Ò%í \�í ¼µ�í ©¼¼¨Æí �µÈ¼í yí
¨�©µí�µíÒ��~�í¾¼ÈÆíyÃ�í{��µ�í��Ã���í�¼Ãí
�Ôy²¾©��í ¼µ�í Ò�©©í Æ��í yí Îµ��¼Ã²í ¼Ãá
yµ��í�©¼Òíy©²¼ÆÈí��Ñ¼��í¼�í~¼µÈÃyÆÈ�í
�Ñ�µíÈ�¼Î��íÈ��í¾¼ÈÆí�µíÈ��í¨�©µí²yÖí
�yÑ�í Ñ�ÃÖí ����Ã�µÈí ~¼ª¼ÃÆ�í {Ã���ÈÙ
µ�ÆÆ�Æíyµ�íÆÎÃ�y~�íÈ�ÔÈÎÃ�Æ%í

o��í¼{¤�~ÈÆí�µí È��í�¼Èí¨�©µí ©¼¼¨íyÆí
��í È��Öí yÃ�í y©©í È��í Æy²�í ~¼ª¼Ãí yµ�í
{Ã���Èµ�ÆÆ�í {ÎÈí È��Öí yÃ�í µ¼È�í yÆí ¼µ�í
~yµí Ñ�Ã��Öí {Öí Æ��µ�µ�í yí {Ã���Èí ©���Èí
¼µí È��²í �Ã¼²í ¼ÎÈÆ���í È��í ¨�ªµ%í o��í
Ã�yÆ¼µí È��í ¼{¤�~ÈÆí µ�yÃ©Öí ��Æy¾¾�yÃí
{ÖíÈ��í©���Èí¼�íÈ��í¨�©µí²ÎÆÈíÈ��Ã��¼Ã�í

,1#&�+�f ("#( fIL89H98f5;R9Pf5fI57ABJ9f89Q7PB698fBJf BN�Nď6]f&9Lf,_BH5P8fQ99IQfRLf
7LJT9PRfA95Rf;PLIfBRQfQSPPLSJ8BJ@QfBJRLfWLPFf 7LJRP5P]f RLfRA9f Q97LJ8f H5W�f-A9f9J@BJ9f
8�;ďBQf5f7]HBJ89PfRA5RfBQf6HL7F98fL;;f5Rf6LRAf9J8Qf6]fMBQRLJQ�fBRfBQf9NSBMM98fWBRAf5fILT56H9f
M5PRBRBLJf5J8f89TB79Qf;LPfL6Q9PTBJ@fRA9f7]HBJ89P�Qf7LJR9JRQf5J8fP97LP8BJ@fRA9fP9QSHRQfL;f
L6Q9PT5RBLJQ�f-A9f7]HBJ89Pf7LJR5BJQf5fQBJ@H9fILH97SH9�f�RfRA9fQR5PRfL;fRA9f9J@BJ9	Qf7]7H9f

9E<ďRA9fM5PRBRBLJfBQfHLW9P98fRP5MMBJ@fRA9fILH97SH9fBJfLJ9fA5H;fL;fRA9f7]HBJ89P�f-A9fL6Q9P`
T5RBLJ5Hf 89TB79Qf 89R9PIBJ9f 5J8f P97LP8fWAB7AfA5H;f 7LJR5BJQf RA9fILH97SH9f 
���f 5J8f RA9f
MBQRLJf;PLIfRA9fLRA9PfA5H;fBQfMSQA98fBJfSJRBHfBRfRLS7A9QfRA9fM5PRBRBLJfkH>�ď'LTBJ@fRA9fMBQd
RLJf P9NSBP9Qf JLf WLPFf QBJ79f BRf 7LIMP9QQ9Qf 9IMR]f QM579�f -A9Jf RA9f M5PRBRBLJf BQf WBRAd
8P5WJf:J=ď5J8fRA9fILH97SH9fQRPBF9QfRA9fMBQRLJfMSQABJ@fBRf657FY5P8fn¡t�ď
-A9fLJ9�ILH9d
7SH9f@5Qf�9ZM5J8Q�f5@5BJQRfRA9fMBQRLJ��f J9P@]fHLQRf6]fRA9fILH97SH9f5QfBRfWLPFQf5@5BJQRf

RA9f MBQRLJf BQf P9MH5798f 6]f A95Rf ;PLIf RA9f 9JTBPLJI9JR�f/A9Jf RA9f MBQRLJf A5Qf P9RSPJ98f
RLf BRQf LPB@BJ5Hf MLQBRBLJf m¥s~ď RA9f I9ILP]f BQf 9P5Q98f j¨rď 5J8f RA9f 7]7H9f 75Jf 69@BJf 5@5BJ�f

�����$/ *��#	���/
�B �	�!�!���/���� �

Dď

�#

Gď

����

�����/� .�%)/ gi

��	
Iď

�/<?=>>? ��	!/
�� 	 ��
¤ď

Çď

©ď



�ď© 1987 SCIENTIFIC AMERICAN, INC



������/����

Iď ��

38í

��	��/ Dď

Gď

' �,.+ ' (-f�**�+�-.,f89QB@J98f6]fRA9f5SRALPfRLf>RfRA9f
,_BG5P8f9J@BJ9f 89R9PIBJ9QfVAB7AfA5G;fL;fRA9f7]GBJ89PfRA9fILG9`
7SG9f BQf RP5MM98f BJf VDRALSRf 8LBJ@f 5MMP97B56G9f VLPF�f �f QGB@ARG]f
IL8B>98f,_BG5P8f 9J@BJ9f QBRQf J95Pf RA9f RLMf L;f RA9f 5MM5P5RSQf 8�;ď
VBRABJf 5f 6L5R�QA5M98f ;P5I9�f 5f Q97LJ8f M5BPf L;f MBQRLJQf A5Qf P9`
MG5798fM5PRfL;fRA9f7]GBJ89PfV5G%f�9GLVfRA9f;P5I9fBQf5fF9]fVALQ9f
MLQBRBLJf LJf 5f GL7FBJ@f MBJf BJ8B75R9Qf RA9f QR5R9f L;f RA9f I57ABJ9�Qf
I9ILP]2f �Rf RA9f QR5PRf L;f RA9fI95QSP9I9JRf RA9f I9ILP]f BQf BJf 5f
J9SRP5GfQR5R9f5J8fRA9fM5PRBRBLJfA5Qf699JfGLV9P98fQLfRA5RfRA9fILG`
97SG9fBQfRP5MM98fBJfLJ9fQB89fL;fRA9f5MM5P5RSQ2f-Lf69@BJfRA9fI95Q`
SP9I9JRf9E<ď RA9fF9]fBQfILT98fSMfQLfRA5RfBRf8BQ9J@5@9Qf;PLIfRA9f
GL7FBJ@f MBJf 5J8f 9J@5@9Qf 5f �F99G�f 5Rf RA9f 6LRRLIf L;f RA9f ;P5I92f
-A9JfRA9f;P5I9fBQfMP9QQ98f8LVJf
��3f-A9fMBQRLJfBJfRA9fA5G;fL;fRA9f
7]GBJ89Pf7LJR5BJBJ@fJLfILG97SG9f BQf56G9fRLf89Q79J8f7LIMG9R9G]f
6SRfRA9fMBQRLJfBJfRA9fLRA9PfA5G;f75JJLRf6975SQ9fL;fRA9fMP9QQSP9f
L;fRA9fILG97SG92f�Qf5fP9QSGRf RA9f;P5I9fRBGRQf5J8fRA9fF99GfMSQA9Qf
RA9fF9]fRLfLJ9fQB892f-A9fF9]f BJfBRQfJ9VfMLQBRBLJf BQfILT98f8LVKf
RLf9J@5@9fRA9fGL7FDJ@fMBJflH>}ď5J8fRA9f;P5I9fBQf5GGLV98fRLfILT9f
657FfSMf:J=|ďSJ8LBJ@f5J]fVLPFfRA5RfV5Qf8LJ9fBJf7LIMP9QQBJ@fRA9f
ILG97SG9fVA9JfRA9f;P5I9fV5QfMP9QQ98f8LVK4f-A9fF9]�QfMLQBRBLJf
BJ8B75R9QfVAB7AfA5G;f L;f RA9f 7]GBJ89Pf RA9fILG97SG9f BQf BJf 6SRf RA9f
VLPFf P9NSBP98f ;LPf RA9fLM9P5RBLJf75Jf69fI589fJ9@GB@B6G92f-Lf P9`
T9PQ9f RA9f LM9P5RBLJf LJ9f VLSG8f 8Lf RA9f QR9MQf CJf P9T9PQ9f LP8:P2f

© 1987 SCIENTIFIC AMERICAN, INC



{�í È�yÈí �yÂ¨í �È�yÈí �Ç�í µ¼µÂ��ª�~È�Ñ��í
¼{¦�~ÈÇí �ª¼Òí ¾Â¼¾¼ÂÈ�¼µyÈ�ªÖí ²¼Â�í
{Â���ÈªÖí È�yµí ª���Èí �Â��ª�~È�Ñ��í ¼{çí
¦�~ÈÇ�í Ç¼í È�yÈí È��í È¼Èyªí ª���Èí �µÈ�µÇ�èí
ÈÖí ª�yÑ�µ�í yµÖí ¼{¦�~Èí �Â��ª�~È��í yµ�í
�²�ÈÈ��íª���Èí~¼²{�µ���í�ÇíÈ��íÇy²� í

n¼íÇ��íÒ�ÖíÈ��ÇíÇÈÂyµ��íª�Ñ�ª�µ�í¼�í
�µÈ�µÇ�ÈÖí²ÎÇÈíÈy¨�í¾ªy~��í ÇÎ¾¾¼Ç�í �Ëí
���í µ¼Èí ¼~~ÎÂí yµ�í È��µ¨í y{¼ÎÈí È��í
~¼µÇ�ÀÎ�µ~�Çí �¼Âí È��í Ç�~¼µ�í ªyÒ í
mÎ¾¾¼Ç�íÈÒ¼í¼{¦�~ÈÇ�í ÇyÖíyíÑyÇ�íyµ�í
yí ¾¼È�í yÂ�í ¾ªy~��í ~ª¼Ç�í È¼��È��Âí �µí 5R
¨�ªµíyÈíÎµ��¼Â²íÈ�²¾�ÂyÈÎÂ� í [�íÈ��í�µéí
È�µÇ�ÈÖí ¼�í ª���Èí ª�yÑ�µ�í È��í ÑyÇ�í È¼êí
ÒyÂ�í È��í ¾¼Èí Ò�Â�í �Â�yÈ�Âí È�yµí È�yËí
ª�yÑ�µ�í È��í ¾¼Èí È¼ÒyÂ�í È��íÑyÇ��í �µêí
�Â�ÖíÒ¼Îª�í �ª¼Òí�Â¼²íÈ��íÑyÇ�íÈ¼íÈ��í
¾¼È'í n��í ¾¼Èí Ò¼Îª�í {�~¼²�í ÒyÂ²�Åí
yµ�íÈ��íÑyÇ�íÒ¼Îª�í{�~¼²�í~¼¼ª�Â í

n�ÎÇ�í Ò�È�¼ÎÈí È��í �Õ¾�µ��ÈÎÂ�í ¼�í
Ò¼Â¨�í ÈÒ¼í Â���¼µÇí È�yÈí Ò�Â�í ¼µ~�í yËí
yí Îµ��¼Â²í È�²¾�ÂyÈÎÂ�í Ò¼Îª�í ~¼²�í
È¼í ����Â�µÈí È�²¾�ÂyÈÎÂ�Ç�í ¦ÎÇÈí yÇí ��í
yí eyÕÒ�ªª�Çí ��²¼µí �y�í {��µí Ç�ÈÈ�µ�í
{�ÈÒ��µí È��²�í yµ�í È��í Ç�~¼µ�í ªyÒí
Ò¼Îª�í {�í Ñ�¼ªyÈ��'í n��Â��¼Â�í ��í È��í
Ç�~¼µ�íªyÒí�ÇíÈ¼í{�íÑyª���í¼{¦�~ÈÇí�µíyí
Ñ�ÇÇ�ªí yÈí Îµ��¼Â²í È�²¾�ÂyÈÎÂ�í ~yµÚ
µ¼Èí�yÑ�í����Â�µÈíÇÎÂ�y~�í�µÈ�µÇ�È��Ç!í

[µí¼Â��ÂíÈ¼íÇ��í È��í¼{¦�~ÈÇí �µíyí�ÎÂëí
µy~��í È��µ�í ¼µ�í ²ÎÇÈí Ç��µ�í ª���Èí �µí
�Â¼²í yµí �ÕÈ�Âµyªí Ç¼ÎÂ~��í ÇÎ~�í yÇí yí
�yÇ�ª���Èí È�yÈí �yÇí yí ��ªy²�µÈí �¼ÈÈ�Åí
È�yµí È��í �Âµy~��Çí È�²¾�ÂyÈÎÂ� í [µí
�y�ªÖíª���íÇÎ~�íª���ÈíÇ¼ÎÂ~�Ç�È��íÇÎµ�í
�¼Âí�Õy²¾ª��²y¨�í�Èí¾¼ÇÇ�{ª�í�¼ÂíÎÇí
È¼íÇ��í¼{¦�~ÈÇí�µíÑ�ÇÇ�ªÇíÈ�yÈíyÂ�íÎµ�Ù
�¼Â²ªÖíyÈíÂ¼¼²íÈ�²¾�ÂyÈÎÂ� í

KÂ�ªª¼Î�µ�í Wy{¼Âíyµ�í¼È��ÂÇ�íyÂ²��í
Ò�È�íyµíÎµ��ÂÇÈyµ��µ�í¼�íÈ��í¾�¼È¼µí
�yÇ�í yÂ�Î��í È�yÈí eyÕÒ�ªª�Çí ��²¼µí
~yµµ¼Èí¼{Ç�ÂÑ�íÈ��í²¼ª�~Îª�Çí�ÈíÇ¼ÂÈÇí
Ò�È�¼ÎÈí Ç¼²�í ¨�µ�í ¼�í ª���Èí Ç¼ÎÂ~�'í
o��Â��¼Â��íÈ��ÖíÇy���íÈ��í��²¼µí~yµìí
µ¼Èí Ñ�¼ªyÈ�í È��í Ç�~¼µ�í ªyÒ'í RÑ�ÂÖí
È�²�í �Èí ¼{Ç�ÂÑ�Çí yí ²¼ª�~Îª�í È��í ��éí
²¼µí²ÎÇÈí ��ÇÇ�¾yÈ�í È��í �µ�Â�Öí¼�í yÈí
ª�yÇÈí¼µ�í ¾�¼È¼µEí È��í �µ�Â�Öí ¼�í È�yÈí
¾�¼È¼µí²ÎÇÈí{�í�Â�yÈ�Âí È�yµíyí²�µ�Ù
²Î²í�µ�Â�Öí��È�Â²�µ��í{ÖíÈ��íÈ�²Ù
¾�ÂyÈÎÂ�í ¼�í È��í �yÇí �µí Ò��~�í È��í ��Ú
²¼µí Ç�ÈÇ!í mÎ~�í yÂ�Î²�µÈÇ�í yªÈ�¼Î��í
È��Öí yÂ�í µ¼Èí ~¼²¾ª�È�ªÖí Â��¼Â¼ÎÇ�í
Ç��²��í È¼í ÇÎ{ÇÈyµÈ�yÈ�í m×�ªyÂ�
Çí {�éí
ª���í È�yÈíy~ÀÎ�Â�µ�íyí��Ñ�µíy²¼ÎµÈí¼�í
�µ�¼Â²yÈ�¼µí �µÈy�ªÇí ¾Â¼�Î~�µ�í yí ~¼Âéí
Â�Ç¾¼µ��µ�íy²¼ÎµÈí¼�í�µÈÂ¼¾Ö í

���í µ�ÕÈí ²y¦¼Âí ¾Â¼�Â�ÇÇí È¼ÒyÂ�í
{yµ�Ç��µ�í È��í ��²¼µíÒyÇí yí Ç���í

���~Èí¼�íÂ�Ç�yÂ~�í{Öík¼ª�íayµ�yÎ�Âí¼�í
[Keí ¼µí È��í È��Â²¼�Öµy²�~Çí ¼�í �yÈyí
¾Â¼~�ÇÇ�µ�!í M�ÂÈy�µí �yÈy�¾Â¼~�ÇÇ�µ�í
¼¾�ÂyÈ�¼µÇ�í ÇÎ~�í yÇí È��í ~¼¾Ö�µ�í ¼�í
�yÈyí �Â¼²í ¼µ�í ��Ñ�~�í �µÈ¼í yµ¼È��Â�í
yÂ�í yµyª¼�¼ÎÇí È¼í ²�yÇÎÂ�²�µÈÇ�í �µí
È�yÈí¼µ�í��Ñ�~�íy~ÀÎ�Â�Çí�µ�¼Â²yÈ�¼µí
y{¼ÎÈíÈ��íÇÈyÌ�í¼�í È��í¼È��Â!í Y�µ~�í �Èí
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ÒyÆí��µ�Ây®®Öí {�®��Ñ��í �µí È��í 2@9.�Æí
È�yÈí�yÈy�¾Â¼~�ÆÆ�µ�í¼¾�ÂyÈ�¼µÆíÒ�Â�í
�µÈÂ�µÆ�~y®®Öí �ÂÂ�Ñ�ÂÆ�{®�í ��µíÈ��í È��ÂÚ
²¼�Öµy²�~í Æ�µÆ�í ¼�í È��í Ò¼Â���í ¤ÎÆÈí
yÆí m×�®yÂ�í �y�í yÂ�Î��í È�yÈí ²�yÆÎÂ�Ù
²�µÈí�µí��µ�Ây®í�Æí�ÂÂ�Ñ�ÂÆ�{®�'í [ÈíÒyÆí
È�¼Î��Èí È�yÈíyµÖí¨�µ�í¼�í�yÈyí¼¾�ÂyÙ
È�¼µí Â�ÀÎ�Â��í È��í ��µ�ÂyÈ�¼µí yµ�í Â�Ù
²¼Ñy®í ¼�í yÈí ®�yÆÈí ¼µ�í {�È�Æí Ò¼ÂÈ�í ¼�í
��yÈí �¼Âí�Ñ�ÂÖí{�Èí¼�í�yÈyíÈ¼í{�í¾Â¼~Ù
�ÆÆ��'í �n��Æí �Æí yµí �ÔÈÂ�²�®Öí Æ²y®®í
ÀÎyµÈ�ÈÖí¼�í��yÈBíÂ¼Î��®Öí¼µ�íÈ�µ�{�®Ù
®�¼µÈ�í¼�í È��í��yÈíy~ÈÎy®®Öí��µ�ÂyÈ��í
{Öí�Ô�ÆÈ�µ�í�®�~ÈÂ¼µ�~í~�Â~Î�ÈÆ!�í

[µí y{¼ÎÈí 2@:.í ayµ�yÎ�Âí yµy®Ö×��í
È��í ÀÎ�ÆÈ�¼µí ²¼Â�í È�¼Â¼Î��®Ö'í X�í
�¼Îµ�í È�yÈí Æ¼²�í �yÈyí ¼¾�ÂyÈ�¼µÆí
yÂ�í �µ����í È��Â²¼�Öµy²�~y®®Öí ~¼ÆÈÚ
®Öí {ÎÈ*í¼È��ÂÆ�í �µ~®Î��µ��í Îµ��Âí ~�ÂÚ
Èy�µí ~¼µ��È�¼µÆ�í ~¼¾Ö�µ�í �yÈyí �Â¼³í
¼µ�í��Ñ�~�íÈ¼íyµ¼È��Â�íyÂ�í�Â��í¼�íyµÖí
�Îµ�y²�µÈy®í È��Â²¼�Öµy³�~í ®�²�Èí
wÆ��í�n��íUÎµ�y²�µÈy®íj�ÖÆ�~y®í¯�²Ú
�ÈÆí ¼�í M¼²¾ÎÈyÈ�¼µ��í {Öí M�yÂ®�Æí X)í
K�µµ�ÈÈíyµ�ík¼®�íayµ�yÎ�ÂEí mN]Tgr]V]Ní
HfTl^NJg�§Î®Ö�í 2@<9x'í

ayµ�yÎ�Â�Æí ¾Â¼¼�í {���µÆí Ò�È�í È��í
¾Â�²�Æ�íÈ�yÈí��ÆÈ�µ~Èí ®¼��~y®íÆÈyÈ�Æí¼�í
yí~¼²¾ÎÈ�Âí²ÎÆÈí {�í Â�¾Â�Æ�µÈ��í {Öí
��ÆÈ�µ~Èí ¾�ÖÆ�~y®í ÆÈyÈ�Æí ¼�í È��í ~¼²Ù
¾ÎÈ�Â�Æí �yÂ�ÒyÂ�'í U¼Âí �Ôy²¾®��í �ÑÙ
�ÂÖí ¾¼ÆÆ�{®�í ÆÈyÈ�í ¼�í È��í ~¼²¾ÎÈ�Â�Æí
²�²¼ÂÖí ²ÎÆÈí {�í Â�¾Â�Æ�µÈ��í {Öí yí
��ÆÈ�µ~Èí ¾�ÖÆ�~y®í ~¼µ���ÎÂyÈ�¼µí �È�yÈí
�Æ�íyí��ÆÈ�µ~ÈíÆ�Èí¼�í~ÎÂÂ�µÈÆ�íÑ¼®Èy��Æ�í
���®�Æíyµ�íÆ¼í�¼ÂÈ��'í

mÎ¾¾¼Æ�í yí ²�²¼ÂÖí Â���ÆÈ�Âí ¼�í Li
{�ÈÆí �Æí ~®�yÂ��Eí �µí ¼È��Âí Ò¼Â�Æ�í ÆÎ¾Ù
¾¼Æ�íÈ��íÑy®Î�í�µí�y~�í®¼~yÈ�¼µí�ÆíÆ�Èí
yÈí ×�Â¼�í Â��yÂ�®�ÆÆí ¼�í È��í ¾Â�Ñ�¼ÎÆí
Ñy®Î�'í K��¼Â�íÈ��í¼¾�ÂyÈ�¼µíÈ��íÂ���ÆÚ
È�ÂíyÆíyíÒ�¼®�í~¼Î®�í�yÑ�í{��µí�µíyµÖí
¼�í 4¹í ÆÈyÈ�Æ'í H��Âí È��í ¼¾�ÂyÈ�¼µí È��í
Â���ÆÈ�Âí~yµí{�í�µí¼µ®Öí¼µ�íÆÈyÈ�'ín��í
¼¾�ÂyÈ�¼µí �yÆí È��Â��¼Â�í ~¼²¾Â�ÆÆ��í
²yµÖí®¼��~y®íÆÈyÈ�Æí�µÈ¼í¼µ��í²Î~�íyÆí
yí¾�ÆÈ¼µí²���Èí~¼²¾Â�ÆÆíyí�yÆ!í

KÖí ayµ�yÎ�Â�Æí¾Â�²�Æ��í �µí¼Â��ÂíÈ¼í
~¼²¾Â�ÆÆíyí ~¼²¾ÎÈ�Â�Æí ®¼��~y®íÆÈyÈ�í
¼µ�í³ÎÆÈí y®Æ¼í~¼²¾Â�ÆÆí�ÈÆí¾�ÖÆ�~y®í
ÆÈyÈ�Bí ¼µ�í²ÎÆÈí ®¼Ò�Âí È��í�µÈÂ¼¾Öí¼�í
�ÈÆí �yÂ�ÒyÂ�!í H~~¼Â��µ�í È¼í È��í Æ�~Ù
¼µ�í®yÒ�íÈ��Æí��~Â�yÆ�í�µíÈ��í�µÈÂ¼¾Öí
¼�í È��í ~¼²¾ÎÈ�Â�Æí �yÂ�ÒyÂ�í ~yµµ¼Èí
{�í y~~¼²¾®�Æ���í Ò�È�¼ÎÈí yí ~¼²¾�µÙ
ÆyÈ�µ�í �µ~Â�yÆ�í �µí È��í�µÈÂ¼¾Öí¼�í È��í
~¼²¾ÎÈ�Â�Æí�µÑ�Â¼µ²�µÈ!í X�µ~�í¼µ�í
~yµµ¼Èí~®�yÂíyí²�³¼ÂÖíÂ���ÆÈ�ÂíÒ�È�Ù
¼ÎÈí��µ�ÂyÈ�µ�í��yÈíyµ�íy���µ�íÈ¼íÈ��í
�µÈÂ¼¾Öí¼�íÈ��í�µÑ�Â¼µ²�µÈ'íM®�yÂ�µ�í
yí²�³¼ÂÖí�ÆíyíÈ��Â²¼�Öµy²�~y®®Öí�ÂÞ
Â�Ñ�ÂÆ�{®�í¼¾�ÂyÈ�¼µ'í

ayµ�yÎ�Âí ���µÈ�����í Æ�Ñ�Ây®í ¼È��Âí
¼¾�ÂyÈ�¼µÆí È�yÈí yÂ�í È��Â²¼�Öµy²�Ú
~y®®Öí �ÂÂ�Ñ�ÂÆ�{®�!í u�yÈí y®®í È��Æ�í
¼¾�ÂyÈ�¼µÆí �yÑ�í �µí ~¼²²¼µí �Æí È�yÈí
È��Öí ��Ç~yÂ�í �µ�¼Â²yÈ�¼µí y{¼ÎÈí È��í
~¼²¾ÎÈ�Â�Æí ¾yÆÈí ÆÈyÈ�!í \µí ayµ�yÎ�Â�Æí
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¾�ÂyÆ��í ÆÎ~�í¼¾�ÂyÈ�¼µÆíyÂ�í �®¼��~y®Ù
®Öí�ÂÂ�Ñ�ÂÆ�{®�'�í

n��í ~¼µµ�~È�¼µí ¼�í È��Æ�í ���yÆí È¼í
È��í¾Â¼{®�²í¼�íÈ��í²�yÆÎÂ�²�µÈ�í�²Ù
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Abstract
This topical review article gives an overview of the interplay between quantum
information theory and thermodynamics of quantum systems. We focus on
several trending topics including the foundations of statistical mechanics,
resource theories, entanglement in thermodynamic settings, fluctuation theo-
rems and thermal machines. This is not a comprehensive review of the diverse
field of quantum thermodynamics; rather, it is a convenient entry point for the
thermo-curious information theorist. Furthermore this review should facilitate
the unification and understanding of different interdisciplinary approaches
emerging in research groups around the world.

Keywords: quantum information, thermodynamics, resource theories,
thermalization, entanglement, fluctuations

(Some figures may appear in colour only in the online journal)

1. Introduction

If physical theories were people, thermodynamics would be the village witch. Over the course
of three centuries, she smiled quietly as other theories rose and withered, surviving major
revolutions in physics, like the advent of general relativity and quantum mechanics. The other
theories find her somewhat odd, somehow different in nature from the rest, yet everyone
comes to her for advice, and no-one dares to contradict her. Einstein, for instance, called her
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‘the only physical theory of universal content, which I am convinced, that within the fra-
mework of applicability of its basic concepts will never be overthrown.’

Her power and resilience lay mostly on her frank intentions: thermodynamics has never
claimed to be a means to understand the mysteries of the natural world, but rather a path
towards efficient exploitation of said world. She tells us how to make the most of some
resources, like a hot gas or a magnetized metal, to achieve specific goals, be them moving a
train or formatting a hard drive. Her universality comes from the fact that she does not try to
understand the microscopic details of particular systems. Instead, she only cares to identify
which operations are easy and hard to implement in those systems, and which resources are
freely available to an experimenter, in order to quantify the cost of state transformations.
Although it may stand out within physics, this operational approach can be found in branches
of computer science, economics and mathematics, and it plays a central role in quantum
information theory—which is arguably why quantum information, a toddler among physical
theories, is bringing so much to thermodynamics.

In the early twentieth century, information theory was constructed as the epitome of
detachment from physics [7]. Its basic premise was that we could think of information
independently of its physical support: a message in a bottle, a bit string and a sensitive phone
call could all be treated in the same way. This level of abstraction was not originally con-
ceived for its elegance; rather, it emerged as the natural way to address very earthly questions,
such as ‘can I reliably send a message through a noisy line?’ and ‘how much space do I need
to store a picture?’. In trying to quantify the resources required by those tasks (for example,
the number of uses of the noisy channel, or of memory bits), it soon became clear that the
relevant quantities were variations of what is now generally known as entropy [8]. Entropy
measures quantify our uncertainty about events: they can tell us how likely we are to guess
the outcome of a coin toss, or the content of a message, given some side knowledge we might
have. As such, they depend only on probability distributions over those events, and not on
their actual content (when computing the odds, is does not matter whether they apply to a coin
toss or to a horse race). Information theory has been greatly successful in this approach, and is
used in fields from file compression to practical cryptography and channel coding [8].

But as it turned out, not all information was created equal. If we zoom in and try to
encode information in the tiniest support possible, say the spin of an electron, we face some of
the perplexing aspects of quantum physics: we can write in any real number, but it is only
possible to read one bit out, we cannot copy information, and we find correlations that cannot
be explained by local theories. In short, we could not simply apply the old information theory
to tasks involving quantum particles, and the scattered study of quirky quantum effects soon
evolved into the fully-fledged discipline of quantum information theory [9]. Today we see
quantum theory as a generalization of classical probability theory, with density matrices
replacing probability distributions, measurements taking the place of events, and quantum
entropy measures to characterize operational tasks [10].

While quantum information theory has helped us understand the nature of the quantum
world, its practical applications are not as well spread as for its classical counterpart. Tech-
nology is simply not there yet—not at the point where we may craft, transport and preserve all
the quantum states necessary in a large scale. These technical limitations, together with a
desire to pin down exactly what makes quantum special, gave rise to resource theories within
quantum information, for instance theories of entanglement [13]. There, the rough premise is
that entangled states are useful for many interesting tasks (like secret key sharing), but
distributing entanglement over two or more agents by transporting quantum particles over a
distance is hard, as there are always losses in the process [14]. Therefore, all entangled states
become a precious resource, and we study how to distill entanglement from them using only a
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set of allowed operations, which are deemed to be easier to implement—most notoriously,
local operations and classical communication (LOCC) [15].

Other resource theories started to emerge within quantum information—purity and
asymmetry have also been framed as resources under different sets of constraints—and this
way of thinking quickly spread among the quantum information community (see [16] for a
review). As many of its members have a background in physics and an appetite for
abstraction, it was a natural step for them to approach thermodynamics with such a framework
in mind. Their results strengthen thermodynamics, not only by extending her range of
applicability to small quantum systems, but also by revisiting her fundamental principles. The
resource theory approach to thermodynamics is reviewed in section 4.

Each resource theory explores the limitations imposed by one specific physical con-
straint, like locality or energy conservation. In a realistic setting we could be bound to several
of these constraints, a natural case that can be modelled by combining different resource
theories, thus restricting the set of allowed operations. In section 5 we review and discuss
attempts to combine thermodynamic and locality constraints. In particular, we look at the role
of entanglement resources in thermodynamic tasks, thermodynamic witnesses of non-clas-
sicality, and entanglement witnesses in phase transitions.

Information theory also shed light on fundamental issues in statistical mechanics—the
mathematical backbone of thermodynamics. Perhaps one of the earliest significant contributions
is the maximal entropy principle introduced by Jaynes [17, 18]. In these seminal works Jaynes
addresses the issue of justifying the methods of statistical mechanics from microscopic
mechanical laws (classical or quantum) using tools from information theory. In fact, deriving
statistical mechanics, and hence thermodynamics from quantum mechanics is almost as old as
quantum mechanics itself starting with the work of von Neumann [11, 19]. This is very much an
ongoing and active research area and in recent years has received significant attention from the
quantum information community. The most significant contributions are reviewed in section 3.

In the past twenty years, the field of non-equilibrium statistical mechanics has seen a
rapid development in the treatment of driven classical and quantum systems beyond the linear
response regime. This has culminated in the discovery of various fluctuation theorems which
relate equilibrium thermodynamic quantities to non-equilibrium ones, and led to a revision on
how we understand the thermodynamics of systems far from equilibrium [20–24]. Although
this approach is relatively recent from a statistical physics perspective, a cross-fertilization
with concepts ubiquitous in quantum information theory has already started, including phase
estimation techniques for extraction of work and heat statistics and feedback fluctuation
theorems for Maxwellʼs demons. In section 6 we identify these existing relationships and
review areas where more overlap could be developed.

As ideas and concepts emerge and develop it is not surprising that quantum information
theorists have started to turn towards the pragmatic goal of describing the advantages and
disadvantages of machines which operate at and below the quantum threshold. Although
ideas relating quantum engines have been around for a long time [25–27]—questions per-
taining to the intrinsic quantumness in the functioning of such machines have been raised
using the tools of quantum information theory only relatively recently. We review progress
along these lines in section 7.

1.1. Scope and other reviews

This review focuses on landmark and recent articles in the field of quantum thermodynamics
with a special emphasis on contributions from quantum information theory. We place
emphasis on current trending topics, discuss different approaches and models and peek into
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the future directions of the field. As the review is ‘topical’, we focus on the interplay between
quantum information and thermodynamics. Readers from different communities will get
an overview of how concepts and techniques from their fields have been applied to
thermodynamics.

As the vastness of possible topics could easily exceed the scope of a topical review, we
refer to other review articles and books concerning questions that have already been covered
by other authors:

• Equilibration and thermalization. Recovering statistical mechanics from the unitary
evolution of a closed quantum system is an issue which is almost as old as quantum
mechanics itself. This topic, far from being an academic issue, has seen an unprecedented
revival of interest due mainly to advances in experimental ultra-cold atoms. We discus the
topic in section 3, from a quantum information perspective. This topic is more extensively
reviewed in [28]. For readers interested in this topic from a condensed matter perspective
we recommend the review [29] and the special issue [30] for more recent developments.

• Thermal machines. As mentioned in the introduction viewing engine cycles from a fully
quantum mechanical perspective is also not a new topic [25–27]. Many results on
quantum engines exist which are not directly related to quantum information processing
we exclude them from section 7 and the interested reader may learn more in [31–33].

• Maxwell’s demon and Landauer’s principle. Almost as old as thermodynamics itself is
the Maxwellʼs demon paradox, briefly introduced in figure 1 and example 3. The demon
paradox inspired the seminal work of Szilard to reformulate the demon as a binary
decision problem [34]. The resolution of Maxwell demon paradox by Landauer cements
the relationship between the physical and information theoretical worlds. This demon has
been extensively investigated from both a quantum and classical perspective in [2–6].

• Quantum thermodynamics. The 2009 book [35] covers a range of topics regarding the
emergence of thermodynamic behaviour in composite quantum systems.

• Entanglement and phase transitions in condensed matter. Entanglement is frequently
used as an indicator of quantum phase transitions in condensed matter systems. We do not
cover this particular setting but the interested reader may find a comprehensive review
in [36].

• Resource theories. Examples and common features of resource theories (beyond quantum
information theory) are discussed in [37]. In particular, different approaches to general
frameworks are discussed in section 10 of that work.

• Experimental implementations. Experiments with demons, thermal engines and work
extraction are discussed in more depth in the perspective article [38].

Definitions and notation. Conventions followed unless otherwise stated:
States. Discrete Hilbert spaces d� . States ρ are represented by Hermitian matrices

(Tr 1( )r = and 0.r ). Subsystems are denoted by Roman subscripts, TrA B AB≔ ( )r r .
Entropy. Von Neumann entropy (see figure 2) with base 2 logarithm,

S tr log2( ) ( ( ))r r r= - .
Mutual information. Measures correlations, I A B S S S: A B AB( ) ≔ ( ) ( ) ( )r r r+ -r .
Energy. Hamiltonian H, average energy H Htr⟨ ⟩ ( )r=r , eigenvalues Ek k{ } , eigenvectors

Ek k{∣ ⟩} , or Ek
i

k i,{∣ ⟩} if there are degeneracies, with energy projectors E Ek i k
i

k
i∣ ⟩⟨ ∣P = å .

Thermal states. Gibbs state e H( )
2

t b =
b-
, with partition function Tr e H( )2 = b- and

inverse temperature
k T

1

B
≔b .
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Free energy. F H S1
ln 2

( ) ≔ ⟨ ⟩ ( )( )r r-b r b
.

Linbladian. ( )$ r generates Markovian, time-homogeneous, non-unitary dynamics.

2. Foundations of statistical mechanics

At first sight, thermodynamics and quantum theory are incompatible. While thermodynamics
and statistical mechanics state that the entropy of the Universe as a whole is a monotonically
increasing quantity, according to quantum theory the entropy of the Universe is constant since
it evolves unitarily. This leads us to the question of to which extent the methods of statistical
physics can be justified from the microscopic theory of quantum mechanics and both theories
can be made compatible. Unlike classical mechanics, quantum mechanics has a way to
circumvent this paradox: entanglement. We observe entropy to grow in physical systems

Figure 1. Maxwellʼs demon.
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because they are entangled with the rest of the Universe. In this section we review the
progress made on this topic in recent years which show that equilibration and thermalization
are intrinsic to quantum theory.

2.1. Equal a priori probabilities postulate as a consequence of typicality in Hilbert spaces

Let us consider a closed system that evolves in time restricted to some global constraint. The
principle of equal a priori probabilities states that, at equilibrium, the system is equally likely
to be found in any of its accessible states. This assumption lies at the heart of statistical
mechanics since it allows for the computation of equilibrium expectation values by

Figure 2. The thermodynamic origin of the von Neumann entropy.
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performing averages on the phase space. However, there is no reason in the laws of
mechanics (and quantum mechanics) to suggest that the system explores its set of accessible
states uniformly. Therefore, the equal a priori probabilities principle has to be put in by hand.

One of the main insights from the field of quantum information theory to statistical
mechanics is the substitution of the Equal a priori probabilities postulate by the use of
typicality arguments [39, 40]. To be more precise, let us consider a quantum system described
by a Hilbert space S B  Ä where S contains the degrees of freedom that are experi-
mentally accessible and B the ones that are not. In practice, we think of S as a subsystem that
we can access, and B as its environment (sometimes called the bath). Concerning the global
constraint, in classical mechanics, it is defined by the constants of motion of the system. In
quantum mechanics, we model the restriction as a subspace SR B   Í Ä . Let us denote
by dR, dS and dB the dimensions of the Hilbert spaces R , S and B respectively.

The equal a priori probability principle would describe the equilibrium state as

d
1

, 1R
R

R
( )e =

and would imply the state of the subsystem S to be

Tr . 2S B R ( )eW =

In [39] it is shown that, if we look only at the subsystem S, most of the states in R are
indistinguishable from the equal a priori probability state, i.e. for most R∣ ⟩  y Î ,
Tr SB ∣ ⟩⟨ ∣y y » W . More explicitly, if ∣ ⟩y is randomly chosen in R according to the
uniform distribution given by the Haar measure, then the probability that TrB ∣ ⟩⟨ ∣y y can be
distinguished from SW decreases exponentially with the dimension of R , dR

d CdProb Tr 2 exp , 3SB 1 R
1 3

R
1 3[ (∣ ⟩⟨ ∣) ] ( ) ( ). -y y - W --& &

where C is a constant and 1·& & is the trace norm. The trace norm 1r s-& & measures the
physical distinguishability between the states ρ and σ in the sense that a

O Osup Tr TrO1 1∣ ( ) ( )∣-r s r s- = -& & , where the maximization is made over all the
observables O with operator norm bounded by 1. The proof of equation (3) relies upon
concentration of measure and in particular on Levy’s Lemma (see [39] for details). Let us
mention that ideas in this spirit can be already found in Lloydʼs PhD Thesis [41] published in
1991. In particular, he presents bounds on how the expectation values of a fixed operator
taken over random pure states of a restricted subspace fluctuate.

The weakness of the previous result lies in that the use of typicality is made in the whole
subspace R and, as we will justify next, this is not a physical assumption. In nature,
Hamiltonians have local interactions and systems evolve for times that are much smaller than
the age of the Universe. Most states in the Hilbert space simply cannot be generated by
evolving an initial product state under an arbitrary time-dependent local Hamiltonian in a time
that scales polynomially in the system size [42]. Therefore, sampling uniformly from the
whole Hilbert space is not physically meaningful. There has been a strong effort to generalize
the concept of typicality for different sets of states [43–45].

The first ‘realistic’ set of states in which typicality was studied was the set of matrix
product states (MPS) [46, 47]. These type of states have been proven to describe ground
states of one-dimensional gapped Hamiltonians. They are characterized by the rank of a
bipartition of the state. This parameter quantifies the maximum entanglement between par-
titions of an MPS. The MPSs with fixed rank form a set of states with an efficient classical
representation (they only require polynomial resources in the number of particles). In [43], it
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is proven that typicality occurs for the expectation value of subsystems observables when the
rank of the MPS scales polynomially with the size of the system with a power greater than 2.

Another set recently considered in the literature has been the so called set of physical
states which consists of all states that can be produced by evolving an initial product state
with a local Hamiltonian for a time polynomial in the number of particles n. By Trotter
decomposing the Hamiltonian, such a set can be proven to be equivalent to the set of local
random quantum circuits, that is, quantum circuits of qubits composed of polynomially many
nearest neighbour two-qubit gates [42]. In [48], it was shown that the local random quantum
circuits form an approximate unitary two-design, i.e. that random circuits of only polynomial
length will approximate the first and second moments of the Haar distribution. In [44] the
previous work was extended to poly(n)-designs. Finally, let us mention that the entanglement
properties of typical physical states were studied in [45].

Let us mention that k-designs also appear naturally in the context of decoupling theorems
in which a the subsystem S undergoes a physical evolution separated from the environment B,
and one wonders under what conditions this evolution destroys all initial correlations between
S and B. In particular, in [49] it is shown that almost-two-designs decouple the subsystem S
from B independently of Bʼs size.

Another objection against typicality is that there are many physically interesting systems,
e.g. integrable models, which, although their initial state belongs to a certain restricted
subspace R , their expectation values differ from the completely mixed state in R, Re , as
expected from typicality arguments. This is a consequence of the fact that their trajectories in
the Hilbert subspace R do not lie for the overwhelming majority of times on generic states
(see figure 3). Hence, in practice, statements on equilibration and thermalization will depend
on the dynamical properties of every system, that is, on their Hamiltonian. This leads us to the
notion of dynamical typicality. In contrast to the kinematic typicality presented in this section,
where an ensemble has been defined by all the states that belong to a certain subspace, in
dynamical typicality the ensemble is defined by all states that share the same constants of
motion given a Hamiltonian H and an initial state 0∣ ( )⟩y . Studying whether typicality also
holds in such a set will be precisely the problem addressed in the next section.

Figure 3. Typical and untypical trajectories.
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2.2. Equilibration. Maximum entropy principle from quantum dynamics

In this context of deriving thermodynamics from quantum mechanics the first problem that
needs to be addressed is equilibration, that is, understand how the reversible unitary dynamics
of quantum mechanics make systems equilibrate and evolve towards a certain state where
they remain thereafter.

Because of the unitary dynamics, equilibration is only possible if the set of observables is
restricted. In this spirit, a set of sufficient conditions for equilibration towards the time
averaged state has been presented for local observables [50, 51] and observables of finite
precision [52, 53]. The two approaches are proven to be equivalent in [54] and it is
remarkable that the conditions given are weak and naturally fulfilled in realistic situations.

For simplicity, let us here focus on equilibration of subsystems and, as above, identify in
the total system a subsystem S and its environment B. The dynamics of the total system are
governed by the Hamiltonian H with eigenvalues Ek k{ } and eigenvectors Ek k{∣ ⟩} . This leads
to the time evolution t e 0Hti∣ ( )⟩ ∣ ( )⟩y y= - and the reduced state of S is t tTrS B( ) ( )r r=
with t t t( ) ∣ ( )⟩⟨ ( )∣r y y= .

If equilibration happens, then it happens towards the time averaged state i.e. TrS B≔w w
with

T
t t P Plim

1
d 0 4

T

T

k
k k

0
( ) ( ) ( )ò åw r r= =

l¥

with Pk the projectors onto the Hamiltonian eigenspaces. The time averaged state is the initial
state dephased in the Hamiltonian eigenbasis. For this reason it is also called diagonal
ensemble.

In [50], a notion of equilibration is introduced by means of the average distance (in time)
of the subsystem tS ( )r from equilibrium. A subsystem S is said to equilibrate if

t
T

t tlim
1

d 1, 5S S t
T

T

S S1
0

1⟨ ( ) ⟩ ≔ ( ) ( )òr w r w- -
l¥

& & & & �

where tS S 1( )r w-& & is the trace distance. If this average trace distance can be proven to be
small, then the subsystem S is indistinguishable from being at equilibrium for almost all
times.

Equilibration as a genuine property of quantum mechanics is shown in [50] by precisely
proving that this average distance is typically small. More concretely, if the Hamiltonian that
dictates the evolution of the system has non-degenerate gaps i.e. all the gaps of the
Hamiltonian are different (an assumption which we will comment on below), then the average
distance from equilibrium is bounded by

t
d

d
d

d
, 6S S t

S
B

S
1 eff

2

eff
⟨ ( ) ⟩ ( ) ( ) ( )- -r w

w w
-& &

where d 1 Treff 2( ) ≔ ( )r r is the effective dimension of ρ and TrSBw w= . Roughly speaking,
the effective dimension of a state tells us how many eigenstates of the Hamiltonian support
such state. It can also be related to the two-Renyi entanglement entropy by
S dlog2

eff( ) ( )r r= . Hence, equation (6) guarantees equilibration for Hamiltonians with
non-degenerate energy gaps as long as the initial state is spread over many different energies.

Although the condition of having non-degenerate gaps may look very restrictive at first
sight, note that Hamiltonians that do not fulfil it form a set of zero measure in the set of
Hamiltonians, since any arbitrarily weak perturbation breaks the degeneracy of the gaps. In
[51], the non-degenerate gaps condition was weakened by showing that equilibration occurs
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provided that no energy gap is hugely degenerate. This condition can be understood as a way
of preventing the situation where there is a subsystem which does not interact with the rest.

Let us finally point out that the equilibrium state introduced in equation (4) is precisely
the state that maximizes the von Neumann entropy given all the conserved quantities [55].
This observation turns the principle of maximum entropy into a consequence of the quantum
dynamics. The principle of maximum entropy was introduced by Jaynes in [17] and states that
the probability distribution which best represents the current state of knowledge of the system
is the one with largest entropy given the conserved quantities of the system. We will come
back in more detail to the Jaynes principle in the next section when the thermalization for
integrable systems is discussed.

2.3. Thermalization. Emergence of Gibbs states in local Hamiltonians

The next step in this program of justifying the methods of statistical mechanics from quantum
mechanics is to tackle the issue of thermalization, i.e. to understand why the equilibrium state
is usually well described by a Gibbs state, which is totally independent of the initial state of
the system, except for some macroscopic constraints such as its mean energy. In [56], a set of
sufficient conditions for the emergence of Gibbs states is presented for the case of a sub-
system S that interacts weakly with its environment B through a coupling V. The Hamiltonian
that describes such a situation is H H H VS B= + + . These conditions are a natural trans-
lation of the three ingredients that enter the standard textbook proof of the canonical ensemble
in classical statistical physics:

(i) The equal a priory probability postulate that has been replaced by typicality arguments
in section 3.1, and an equilibration postulate (such as the second law) that has been
replaced by quantum dynamics in section 3.2.

(ii) The assumption of weak-coupling. Here, the standard condition from perturbation theory,
V Hgaps( )¥& & � , is not sufficient in the thermodynamic limit, due to the fast growth of
the density of states and the corresponding shrinking of the gaps in the system size.
Instead, it is replaced with a physically relevant condition, V k TB¥& & � , which is
robust in the thermodynamic limit.

(iii) An assumption about the density of states of the bath5, namely, that it grows faster than
exponentially with the energy and that it can be locally approximated by an exponential.

Note that the weak-coupling condition will not be satisfied in spatial dimensions higher
than one for sufficiently large subsystems, since the interaction strength typically scales as the
boundary of the subsystem S. This will be the case regardless of the strength of the coupling
per particle or the relative size between S and B. This should not be seen as a deficiency of the
above results, but as a feature of strong interactions. Systems that strongly interact with their
environment do not in general equilibrate towards a Gibbs state, in a similar way that the
reduced state (of a part) of a Gibbs state need not have Gibbs form [57, 58]. In this context,
the findings of [59] suggest that subsystems do not relax towards a local Gibbs state but to the
reduction of the global Gibbs state; this is shown for translation-invariant quantum lattices
with finite range but arbitrarily strong interactions. The eigenstate thermalization hypothesis
(ETH) [60, 61] gives further substance to this expectation. ETH has several formulations. Its
simplest one is maybe the one introduced in [61]. It states that the expectation value
E O Ek k⟨ ∣ ∣ ⟩ of a few-body observable O in an individual Hamiltonian eigenstate Ek∣ ⟩ equals

5 The density of states of the bath EB ( )� is the number of eigenstates of the bath with energy close to E.
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the thermal average of O at the mean energy Ek. Although ETH has been observed for some
models, it is not true in general and it is well known to break down for integrable models (see
[61] for an example with hard-core bosons and references in [28] for further examples).

In the same spirit, it has recently been proven that a global microcanonical state (the
completely mixed state of a energy shell subspace spanned by the Hamiltonian eigenstates
with energy inside a narrow interval) and a global Gibbs state are locally indistinguishable for
short range spin Hamiltonians off criticality, that is, when they have a finite correlation length
[62]. This represents a rigorous proof of the so called equivalence of ensembles. If the
Hamiltonian is not translationally invariant, the local indistinguishability between canonical
and microcanonical ensembles becomes a typical property of the subsystems, allowing for
rare counterexamples.

Concerning the latter condition on the density of states of the bath, in [63] it has been
proven that the density of states of translational invariant spin chains tends to a Gaussian in
the thermodynamic limit, matching the suited property of being well approximated by an
exponential. In [62], the same statement is proven for any short ranged spin Hamiltonian.

Let us finally point out that not all systems thermalize. For instance, integrable systems
are not well described by the Gibbs ensemble. This is due to the existence of local integrals of
motion, i.e. conserved quantities, Qα that keep the memory about the initial state. Instead,
they turn to be described by the generalized Gibbs ensemble (GGE) defined as

H Qexp , 7GGE ( )åt b mµ - +
a

a a

⎛
⎝⎜⎜

⎛
⎝⎜

⎞
⎠⎟

⎞
⎠⎟⎟

where the generalized chemical potential ma is a Lagrange multiplier associated to the
conserved quantity Qα such that its expectation value is the same as the one of the initial state.
The GGE was introduced by Jaynes in [17] where he pointed out that statistical physics can
be seen as statistical inference and an ensemble as the least biased estimate possible on the
given information. Nevertheless, note that any system has as many conserved quantities as the
dimension of the Hilbert space, e.g. Q E E∣ ⟩⟨ ∣=a a a . If one includes all these conserved
quantities into the GGE the ensemble obtained is the diagonal ensemble introduced in
equation (4). Note that the description of the equilibrium state by the diagonal ensemble
requires the specification of as many conserved quantities as the dimension of the Hilbert
space, which scales exponentially in the system size, and becomes highly inefficient. A
question arises here naturally, is it possible to provide an accurate description of the
equilibrium state specifying only a polynomial number of conserved quantities? If so, what
are these relevant conserved quantities Qα that allow for an accurate and efficient
representation of the ensemble? This question is tackled in [64]. There, it is argued that the
relevant conserved quantities are the ones that make the GGE as close as possible to the
diagonal ensemble in the relative entropy distance D GGE( ∣∣ )w t , which in this particular case
can be written as

D S S , 8GGE GGE( ∣∣ ) ( ) ( ) ( )w t t w= -

where we have used that the diagonal ensemble and the GGE have by construction the same
expectation values for the set of selected conserved quantities, i.e. Q QTr TrGGE( ) ( )t w=a a .
Equation (8) tells us that the relevant conserved quantities are the ones the minimize the
entropy S GGE( )t . Note that in contrast to Jaynes approach, where entropy is maximized for a
set of observables defined beforehand, here the notion of physically relevant is provided by
how much an observable is able to reduce the entropy by being added into the set of
observables that defines the GGE.
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If instead of calculating the relative entropy between the diagonal ensemble and the
GGEʼs we do it with respect to the set of product states, i.e.

T Dmin , 9n
, , ,

1 2
n1 2

( ) ≔ ( ∣∣ ) ( )w w p p pÄ Ä ¼
p p p¼

then we obtain a measure of the total (multipartite) correlations of the diagonal ensemble. In
[65] the scaling with system size of the total correlations of the diagonal ensemble has been
shown to be connected to ergodicity breaking and used to investigate the phenomenon of
many-body localization.

2.4. Equilibration times

Maybe the major challenge that is still open in the equilibration problem is to determine the
equilibration timescale. It turns out that even if we know that a system equilibrates, there are
no relevant bounds on how long the equilibration process takes. There could be quantum
systems that are going to equilibrate, but whose equilibration times are of the order of
magnitude of the age of the Universe, or alternatively, some systems, like glasses, which do
not relax to equilibrium at all, but have metastable states with long lifetimes. The problem of
estimating equilibration timescales is thus essential in order to have a full understanding of
thermalization.

So far, progress on this issue has taken place from two different approaches. On the one
hand, rigorous and completely general bounds on equilibration times have been presented in
[51]. Due to their generality, these bounds scale exponentially with the system size, leading to
equilibration times of the age of the Universe for macroscopic systems. On the other hand,
very short equilibration times have been proven for generic observables [66], Hamiltonians
[67–71], and initial states [72]. In nature, systems seem to equilibrate in a time that is neither
microscopic nor exponential in the system size. A relevant open question is what properties of
the Hamiltonians and operators lead to reasonable equilibration time. As a first step, in [73], a
link between the complexity of the Hamiltonianʼs eigenvectors and equilibration time is
presented. The result does not completely solve the question, since the given bounds are not
fulfilled by all Hamiltonians but only by a fraction of them, and further research in this
direction is needed.

2.5. Outlook

The aim of this section has been to justify that thermal states emerge in Nature for generic
Hamiltonians. To complete the picture presented here we recommend the article [28] where
an extensive review of the literature on foundations of statistical mechanics is provided.

The main ideas presented here have also been widely studied in the context of condensed
matter physics, in which systems are typically brought out of equilibrium by sudden (and
slow) quantum quenches: the Hamiltonian of a system (that is initially in the ground state) is
suddenly (or smoothly) changed in time. We recommend the review article [29] on non-
equilibrium dynamics of closed interacting quantum systems.

Let us finish the section with a list of some of the open problems that we consider most
relevant in the field:

• Typicality for symmetric states. Hamiltonians in nature are not generic but have
symmetries. Hence, the notion of typicality should be extended to physical states that are
produced by symmetric Hamiltonians.

• Quantum notion of integrability. One of the reasons why it is so difficult to extract strong
statements on the equilibration and thermalization of many body quantum systems is the
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absence of a satisfactory quantum notion of integrability [74]. This leads first to some
widespread confusion, since integrability is mentioned very often in the field of non-
equilibrium dynamics, and second it does not allow us to classify quantum systems into
classes with drastically different physical behaviour, like what occurs in classical
mechanics.

• Equilibration times. Without bounds on the equilibration time scales, statements on
equilibration become useless. As we have seen, the equilibration times are model
dependent. We need then to understand how the equilibration times depend on the
features of the Hamiltonian and the set of observables considered.

• Relative thermalization. It was highlighted in [75] that local thermalization of a
subsystem S, as described here, is not enough to guarantee that S will act as thermal bath
towards another physical system R. In other words, imagine that we want to perform
quantum thermodynamics on a reference system R, using S as a thermal bath. To model a
thermodynamic resource theory that recovers the laws of thermodynamics, it is not
sufficient to demand that S be in a local Gibbs state S ( )t b . Indeed we need S to be
thermalized relative to R, that is the the two systems should be uncorrelated, in global
state, S R( )t b rÄ . If this does not hold, then we cannot recover the usual thermodynamic
monotones (for instance, there could be anomalous heat flows against the temperature
gradient). Therefore, the relevant question for resource theories of thermodynamics is not
only ‘does S thermalize locally after evolving together with an environment?’, but rather
‘does S thermalize relative to R after evolving together with an environment?’, and the
results discussed in this section should be generalized to that setting. First steps in this
direction can be found in [75], where the authors use decoupling—a tool developed in
quantum information theory to find initial conditions on the entropies of the initial state
that lead to relative thermalization.

3. Resource theories

In the previous section we reviewed recent progress in understanding how systems come to
equilibrium, and in particular thermal equilibrium. We will now take thermalization as a
given, and in the remaining of this review we explore the thermodynamics of quantum
systems that interact with thermal states. We will start from an operational point of view,
treating the thermal state as a ‘free resource’, a view inspired by other resource theories from
quantum information.

In this section we discuss the approach of thermodynamics as a resource theory in more
detail. Let us start by introducing the basic ideas behind resource theories that can be found in
the literature, entanglement theory being the paradigmatic example. The first step is to fix the
state space S, which is usually compatible with a composition operation—for instance,
quantum states together with the tensor product, in systems with fixed Hamiltonians. The next
step is to define the set of allowed state transformations. For thermodynamics, these try to
model adiabatic or isothermal operations—like energy-preserving reversible operations, and
contact with a heat bath.

The set of allowed operations induces a structure on the state space: we say that r sl if
there is an allowed transformation from ρ to σ. The relationl is a pre-order, that is, a binary
relation that is both reflexive (r sl ) and transitive (r sl and s tl implies ;r tl this
results from composing operations one after the other).
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The task now is to find general properties of this structure. A paradigmatic example is
looking for simple necessary and sufficient conditions for state transformations. The most
general case are functions such that

• f , 0( ) .r s r sl º (that is, f , 0( ) .r s is a necessary condition for state
transformations), or

• f , 0( ) .r s r sº l (that is, f , 0( ) .r s is a sufficient condition for state
transformations).

Often, we try to find necessary and sufficient conditions as functions that can be written like
f g h,( ) ( ) ( )r s r s= - . In the special case where g = h for a necessary condition
( g g( ) ( ).r s r sl º ), we call g a monotone of the resource theory. For example, in
classical, large-scale thermodynamics, the free energy is a monotone.

In order to quantify the cost of state transformations, we often fix a minimal unit in terms
of a standard resource that can be composed. For example, in entanglement theory the
standard resource could be a pair of maximally entangled qubits, and in quantum thermo-
dynamics we could take a single qubit (with a fixed Hamiltonian) in a pure state. The question
then is ‘how many pure qubits do I need to append to ρ in order to transform it into σ?’ or,
more generally, ‘what is the cost or gain, in terms of this standard resource, of the trans-
formation r sl ?’ [76–78].

One may also try to identify special sets of states. The most immediate one would be the
set of free states: those that are always reachable, independently of the initial state. In standard
thermodynamics, these tend to be what we call equilibrium states, like Gibbs states. Another
interesting set is that of catalysts, states that can be repeatedly used to aid in transformations.
We will revisit them shortly.

3.1. Models for thermodynamics

Now that we have established the basic premise and structure of resource theories, we may
look at different models for resource theories of thermodynamics, which vary mostly on the
set of allowed operations. In the good ‘spherical cow’ tradition of physics, the trend has been
to start from a very simple model that we can understand, and slowly expand it to reflect more
realistic scenarios. In general there are two types of operations allowed: contact with a thermal
bath and reversible operations that preserve some thermodynamic quantities. Each of those
may come in different flavours.

3.1.1. Noisy and unital operations. In the simplest case, all Hamiltonians are fully
degenerate, so thermal states of any temperature are just fully mixed states, and there are no
special conserved quantities. In this setting, thermodynamics inherits directly from the theory
of noisy operations [79]. We may model contact with a thermal bath as composition with any
system in a fully mixed state, and reversible operations as any unitary operation. Furthermore,
we assume that we can ignore, or trace out, any subsystem. Summing up, noisy operations
have the form

U
B

Utr
1

,B
A A AB A AB( ) ∣ ∣

†, r r= Ä¢
⎛
⎝⎜

⎡
⎣⎢

⎤
⎦⎥

⎞
⎠⎟

where A¢ is any subsystem of AB and U is a unitary matrix. Alternatively, we may allow only

for maps that preserve the fully mixed state,
A

:
1

BA B A B
A 1B

∣ ∣ ∣ ∣, , =l l
⎛
⎝⎜

⎞
⎠⎟ , called unital maps

(an example would be applying one of two isometries and then forgetting which one). The
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two sets—noisy operations and unital maps—induce the same pre-order structure in the state
space. In this setting, majorization is a necessary and sufficient condition for state
transformations [79]. Roughly speaking, majorization tells us which state is the most mixed.
Formally, let r r rr , ,..., N1 2( )= and s s ss , ,..., N1 2( )= be the eigenvalues of two states ρ and σ
respectively, in decreasing order. We say that r majorizes s if r si

k
i i

k
i1 1.å å= = , for any

k N- . In that case ;r sl monotones for this setting are called Schur monotone functions,
of which information-theoretical entropy measures are examples [78, 80–83]. For example, if
ρ majorizes σ, then the von Neumann entropy of ρ, S tr log2( ) ( )r r r= - , is smaller than
S ( )s . For a review, see [83].

3.1.2. Thermal operations. The next step in complexity is to let systems have non-
degenerate Hamiltonians. The conserved quantity is energy, and equilibrium states are Gibbs
states of a fixed temperature T. For instance for a system A with Hamiltonian HA, the
equilibrium state is e H

A A( ) 2t b = b- . We can model contact with a heat bath as adding any
system in a Gibbs state—this corresponds to the idealization of letting an ancilla equilibrate
for a long time. A first approach to model physical reversible transformations is to allow for
unitary operations U that preserve energy—either absolutely ( U H, 0[ ] = ) or on average
( H H U Utr tr( ) ( ( ))†r r= for specific states). Finally, we are again allowed to forget, or trace
out, any subsystem. Together, these transformations are called thermal operations,

U Utr ,A A AB A B AB( ) ( [ ( )] )†, r r t b= Ä¢

where A¢ is any subsystem of AB and U is an energy-conserving unitary [84]. The monotones
found so far are different versions of the free energy, depending on the exact regime [82, 85–
88] (see example 1). It is worth mentioning we can build necessary conditions for state
transformations from these monotones, but sufficiency results are only known for classical
states (states that are block-diagonal in the energy eigenbasis) [82] and any state of a single
qubit [89, 90]. In the limit of a fully degenerate Hamiltonian, we recover the resource theory
of noisy operations.

Example 1. Free energy as a monotone. This is an example of finding monotones for the
resource theory of thermal operations [85]. We are interested in finding the optimal rates of
conversion between two states ρ and σ, in the limit of many independent copies

R sup lim .
n

n Rn

R
( ) ≔r s r sl l

l¥

Ä Ä

If both R R, 0( ) ( )r s s rl l > , and these quantities represent optimal conversion rates,
then the process must be reversible, that is, R R1 ;( ) ( )r s s rl = l otherwise we could
build a perpetual motion engine, and the resource theory would be trivial. The idea is to use a
minimal, scalable resource α as an intermediate step. We can think of α as a currency: we will
sell n copies of ρ for a number of coins, and use them to buy some copies of σ. To formalize
this idea, we define the selling and buying cost of a state ρ, or more precisely the distillation
and formation rates

R R R R
R

,
1

.D F
D

( ) ≔ ( ) ( ) ≔ ( ) ( )r r a r a r
r

l l =

In the optimal limit we have the process

,n nR nR R n nRD D F( ) ( ) ( ) ( )r a s r sl l � lr r s r sl
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which gives us the relation

R
R
R

.
D

D
( ) ( )

( )r s
r
s

l =

We have reduced the question to finding the distillation rate, which depends on the choice of
α. For example, take ρ, σ and α to be classical states (diagonal in the energy basis) of a qubit
with Hamiltonian H 1 1∣ ⟩⟨ ∣= D . For the currency, we choose 1 1∣ ⟩⟨ ∣a = . The distillation
rate is found by use of information-compression tools [85]. It is given by the relative entropy
between ρ and the thermal state ( )t b ,

R D

F F
tr log log

,

D ( ) ( ( ))
( ( ( )))
( ( ) ( ( )))

r r t b
r r t b

b r t b

=
= -
= -b b

&

where F E S1( ) ⟨ ⟩ ( )r b r= -b r
- is the free energy of ρ at inverse temperature β. All in all, we

find the conversion rate

R
F F

F F
.( ) ( ) ( ( ))

( ) ( ( ))r s
r t b
s t b

l =
-
-

b b

b b

Now we can apply this result to find a monotone for a single-shot scenario: in order to have
r sl we need in particular that R 1( ) .r sl . In other words, we require F F( ) ( ).r rb b ,
thus recovering the free energy as a monotone for the resource theory of thermal operations. If
we work directly in the single-shot regime, we recover a whole family of monotones [82]
based on quantum Rényi relative entropies [91], of which the free energy is a member.

3.1.3. Gibbs-preserving maps. Following the example of the theory of noisy operations, we
could try to replace these thermal operations with so-called Gibbs-preserving maps, that is,
maps such that A B A B( ( )) ( ), t b t b=l . This constraint is easier to tackle mathematically, and
the two resource theories induce the same pre-order on classical states, leading to a condition
for state transformation called Gibbs-majorization (which is majorization after a rescaling of
the eigenvalues) [87]. However, Gibbs-preserving maps are less restrictive than thermal
operations for general quantum states [92]. For example, suppose that you have a qubit with
the Hamiltonian H E 1 1∣ ⟩⟨ ∣= , and you want to perform the transformation
1 0 1 2∣ ⟩ ∣ ⟩ (∣ ⟩ ∣ ⟩)l + = + . This is impossible through thermal operations, which
cannot create coherence; yet there exists a Gibbs-preserving map that achieves the task. We
may still use Gibbs-preserving maps to find lower bounds on performance, but at the moment
we cannot rely on them for achievability results, as they are not operationally defined.

3.1.4. Coherence. The difference between thermal operations and Gibbs-preserving maps is
not the only surprise that quantum coherence had in store for thermodynamics enthusiasts.
The question of how to create coherence in the first place led to an intriguing discovery. In
order to achieve the above transformation 1∣ ⟩ ∣ ⟩l + through thermal operations, we need to
draw coherence from a reservoir. A simple example of a coherence reservoir would be a
doubly infinite harmonic oscillator, H n n nn ∣ ⟩⟨ ∣= å D=-¥

¥ , in a coherent state like
N nn a

a N1∣ ⟩ ∣ ⟩Y = å-
=
+ . Lasers approximate such reservoirs, which explains why we can use

them to apply arbitrary transformations on quantum systems like ion traps. One may ask what
happens to the reservoir after the transformation: how much coherence is used up? Can we
use the same reservoir to perform a similar operation in a new system? The unexpected
answer is that coherence is, in a sense, catalytic: while the state of the reservoir is affected, its
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ability to implement coherent operations is not [93]. What happens is that the state of the
reservoir ‘spreads out’ a little with each use, but the property that determines the efficacy of
the reservoir to implement operations stays invariant. In more realistic models for coherence
reservoirs, where the Hamiltonian of the reservoir has a ground state, the catalytic properties
hold for some iterations, until the state spreads all the way down to the ground state. At that
stage, the reservoir needs to be recharged with energy to pump up the state again. Crucially,
we do not need to supply additional coherence. In the converse direction, we know that
coherence reservoirs only are critical in the single-shot regime of small systems. Indeed, in the
limit of processing many copies of a state simultaneously, the work yields of doing it with and
without access to a coherence reservoir converge [94].

3.1.5. Catalysts. The catalytic nature of coherence raises more general questions about
catalysts in thermodynamics. Imagine that we want to perform a transformation r sl in a
system S, and we have access to an arbitrary ancilla in any desired state γ. Now suppose that
our constraint is that we should return the ancilla in a state that is ò-close to γ:

: .S SA A A A 1 �-r g s s gÄ l -& &

The question is whether we can overcome the usual limits found in thermal operations by use
of this catalyst. In other words, can we perform the above transformation in cases where
r sl would not be allowed? It turns out that if no other restrictions are imposed on the
catalyst, then for any finite ò and any two states ρ and σ, we can always find a (very large)
catalyst that does the job [82]. These catalysts are the thermodynamic equivalent of
embezzling states in LOCC [95]. However, if we impose reasonable energy and dimension
restrictions on the catalyst, we recover familiar monotones for state transformations [82, 96].
These restrictions and optimal catalysts result from adapting the concept of trumping relations
on embezzling states [97, 98] to the thermodynamic setting. In particular, if we demand that

n 1� µ - , where n is the number of qubits in the catalyst, we recover the free energy constraint
for state transformations [96]. A relevant open question, motivated by the findings of catalytic
coherence, is what happens if we impose operational constraints on the final state of the
catalyst. That is, instead of asking that it be returned ò-close to γ, according to the trace
distance, we may instead impose that its catalytic properties stay unaffected. It would be
interesting to see if we recover similar conditions for allowed transformations under these
constraints.

3.1.6. Clocks. All of resource theories mentioned allow for energy-preserving unitary
operations to be applied for free. That is only the ‘first order’ approach towards an accurate
theory of thermodynamics, though. Actually, in order to implement a unitary operation, we
need to apply a time-dependent Hamiltonian to the systems involved. To control that
Hamiltonian, we require very precise time-keeping—in other words, precise clocks, and we
should account for the work cost of using such clocks. Furthermore, clocks are clearly out of
equilibrium, and using them adds a source of free energy to our systems. Including them
explicitly in a framework for work extraction forces us to account for changes in their state,
and ensures that we do not cheat by degrading a clock and drawing its free energy. First steps
in this direction can be found in [66]. There, the goal is to implement a unitary transformation
in a system S, using a time-independent Hamiltonian. For this, the authors introduce an
explicit clock system C hat runs continuously, as well as a weight W that acts as energy and
coherence reservoir. The global system evolves under a time-independent Hamiltonian,
designed such that the Hamiltonian applied on S depends on the position of the clock—which
effectively measures time. The authors show that such a construction allows us to
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approximately implement any unitary operation on S, while still obeying the first and second
laws of thermodynamics. Furthermore, the clock and the weight are not degraded by the
procedure (just like for catalytic coherence). In particular, this result supports the idea behind
the framework of thermal operations: that energy-conserving unitaries can approximately be
implemented for free (if we neglect the informational cost of designing the global
Hamiltonian). Note that this is still an idealized scenario, in which the clock is infinite-
dimensional and moves like a relativistic particle (the Hamiltonian is proportional to the
particleʼs momentum). A relevant open question is whether there exist realistic systems with
the properties assigned to this clock, or alternatively how to adapt the protocol to the
behaviour of known, realistic clocks. That direction of research can be related to the resource
theory of quantum reference frames [89, 99–101]. An alternative direction would be to ask
what happens if we do not have a clock at all—can we extract all the work from a quantum
state if we are only allowed weak thermal contact? This question is studied (and answered in
the negative, for general states) in [102].

Example 2. Heat engines. The extreme case where one of our resources is in itself a second
heat bath is of particular interest. This is a very natural scenario in traditional
thermodynamics: steam engines used a furnace to heat a chamber, and exploit the
temperature difference to the cooler environment. The study of this limit led to landmark
findings like trains, fridges and general heat engines, and to theoretical results on the
efficiency of such engines. One might wonder whether these findings can also be applied at
the quantum scale, and especially to very small systems composed only of a couple of qubits
[25, 103]. The answer is yes: not only is it possible to build two-qubit heat engines, but they
achieve Carnot efficiency [104, 105]. It is possible to build heat engines that do not require a
precise control of interactions, in other words, that do not require a clock [104, 106].

3.1.7. Free states and passivity. It is now time to question the other assumption behind the
framework of thermal operations: that Gibbs states come for free. There are two main
arguments to support it: firstly, Gibbs states occur naturally under standard conditions, and
therefore are easy to come by; secondly, they are useless on their own. The first point,
typicality of Gibbs states, is essentially the fundamental postulate of statistical mechanics:
systems equilibrate to thermal states of Gibbs form. This assumption is discussed and
ultimately justified from first principles in section 3. The second point is more subtle. Pusz
and Woronowicz first introduced the notion of passive states, now adapted to the following
setting [107–109]. Let S be a system with a fixed Hamiltonian H, in initial state ρ. We ask
whether there is a unitary U that decreases the energy of S, that is

H U U Htr tr .( ) ( )†r r>

If we can find such a unitary, then we could extract work from S by applying U and storing
the energy difference in a weight system. If there is no U that achieves the condition above,
then we cannot extract energy from ρ, and we say that the state is passive. The latter applies to
classical states (i.e., diagonal in the energy basis) whose eigenvalues do not increase with
energy. However, suppose that now we allow for an arbitrary number n many copies of ρ and
a global unitary Ugl. The question becomes whether

H
n

U U Htr
1

tr ,n
gl gl gl( ) ( )†r r> Ä

where Hgl is the global Hamiltonian, which is the sum of the independent local Hamiltonians
of every system. If this is not possible for any n, we say that ρ is completely passive, and it
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turns out that only states of Gibbs form, ( )r t b= are completely passive. Moreover, Gibbs
states are still completely passive if we allow each of the n subsystems to have a different
Hamiltonian, as long as all the states correspond to the same inverse temperature β. This
justifies the assumption that we may bring in any number and shape of subsystems in thermal
states for free, because we could never extract work from them alone—another resource is
necessary, precisely a state out of equilibrium. More formally, it was shown that if a resource
theory allows only for energy-conserving unitaries and composition with some choice of free
states, Gibbs states are the only choice that does not trivialize the theory [82, 110].

3.1.8. Different baths. The results outlined above suggest that thermodynamics can be
treated as information processing under conservation laws, and so researchers began to
experiment with other conserved quantities, like angular momentum [111–113], using the
principle of maximum entropy to model thermal momentum baths. The state of those baths
has again an exponential Gibbs form, with operators like L replacing H. The same type of
monotones emerged, and similar behaviour was found for more general conserved quantities
[110, 114].

3.1.9. Finite-size effects. Another setting of practical interest is when we have access to a
heat bath but may not draw arbitrary thermal subsystems from it. For instance, maybe we
cannot create systems with a very large energy gap, or we can only thermalize a fixed number
of qubits. In this case, the precision of state transformations is affected, as shown in [115], and
we obtain effective measures of work cost that converge to the usual quantities in the limit of
a large bath. The opposite limit, in which all resources are large heat baths, leads to the idea of
heat engines (example 2).

3.1.10. Single-shot regime. Some of the studies mentioned so far characterize the limit of
many independent repetitions of physical experiments, and quantify things like the average
work cost of transformations or conversion rates [85, 94]. The monotones found (like the von
Neumann entropy and the usual free energy) are familiar from traditional thermodynamics,
because this regime approximates the behaviour of large uncorrelated systems. As we move
towards a thermodynamic theory of individual quantum systems, it becomes increasingly
relevant to work in the single-shot regime. Some studies consider exact state transformations
[76, 77, 113], while others allow for a small error tolerance
[78, 80, 81, 86, 87, 110, 114, 116, 117]. The monotones recovered correspond to
operational entropy measures, like the smooth max-entropy (see example 3), and variations of
a single-shot free energy that depend on the conservation laws of the setting; in general, they
can be derived from quantum Rényi relative entropies [91] between the initial state and an
equilibrium state [82, 118]. Single-shot results converge asymptotically to the traditional ones
in the limit of many independent copies. The relation between single-shot and average
regimes is studied via fluctuation theorems in [119].

3.1.11. Definitions of work. In classical thermodynamics, we can define work as some form
of potential energy of an external device, which can be stored for later use. For instance, if a
thermodynamic process results in the expansion of a gas against a piston, we can attach that
piston to a weight, that is lifted as the gas expands. We count the gain in gravitational
potential energy as work—it is well-ordered energy that can later be converted into other
forms, according to the needs of an agent. A critical aspect is that at this scale fluctuations are
negligible, compared to the average energy gain. In the regime of small quantum systems, this
no longer holds, and it is not straightforward to find a good definition of work. Without a
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framework for resource theories of thermodynamics, a system for work storage is often left
implicit. One option is to assume that we can perform any joint unitary operation USB in a
system S and a thermal bath B, and work is defined as the change in energy in the two systems
manipulated,W H H U Utr trS S S S S SB B B B B B≔ ( ) ( )†r r- , where HSB is the (fixed) Hamiltonian
of system and bath, and SBr the initial state [115]. Another example, inheriting more directly
from classical thermodynamics, assumes that we can change the Hamiltonian of S and bring it
in contact with an implicit heat bath [120]; work at a time t is then defined as

W t t t
H t

t
d tr
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To study fluctuations around this average value, we consider work to be a random variable in
the single-shot setting—this is explored in section 6. Note that in these examples work is not
operationally motivated; rather it is defined as the change of energy that heat cannot account
for. Resource theories of thermodynamics, with their conservation laws, force us to consider
an explicit system W for work storage. We act globally on S WÄ , and we can define work in
terms of properties of the reduced state of W. One proposal for the quantum equivalent of a
weight that can be lifted, for the resource theory of thermal operations, is a harmonic
oscillator, with a regular Hamiltonian H n n nW n ∣ ⟩⟨ ∣�= å . The energy gaps need to be
sufficiently small to be compatible with the Hamiltonian of S; in the limit 0� l the
Hamiltonian becomes H x x x xdW ∣ ⟩⟨ ∣ò= [86, 105]. Average work is defined as

H Htr trW W W W
final initial( ) ( )r r- , and fluctuations can be studied directly in the final state of

the work storage system, Wr . This approach also allows us to observe other effects, such as
the build up of coherences in W, and of correlations between W and S. Another advantage is
that we can adapt the storage system to other resource theories: for instance, we can have an
angular momentum reservoir composed of many spins, and count work in terms of
polarization of the reservoir [112]. These approaches are critically analysed in [121]; in
particular, it is highlighted that some do not distinguish work from heat. For instance,
thermalizing the work storage system may result in an increase of average energy, which is
indiscriminately labelled as ‘average work’. In the same paper, an axiomatic approach to
define work is proposed, based onconcepts from resource theories and interactive proofs.
There, work is seen as a figure of merit: a real function assigned to state transformations,

( )/ r sl . Starting from a couple of assumptions, the authors derive properties of acceptable
work functions / : for instance, that they can be written as the difference between a
monotone for initial and final state, g g( ) ( ) ( )/ r s r sl = - . The free energy is an
example of such a valid work function.

Example 3. Landauerʼs principle. How much energy is needed to perform logical
operations? What are the ultimate limits for heat dissipation of computers? These questions
lie at the interface between thermodynamics and information theory, are of both foundational
and practical interest. As Bennett realized, all computations can be decomposed into
reversible operations followed by the erasure of a subsystem [122]. If we assume that the
physical support of our computer is degenerate in energy, we recover the setting of noisy
operations, in which unitaries are applied for free. That way, the thermodynamic cost of
computation is simply the cost of erasure, which is defined as taking a system from its initial
state ρ to a standard, predefined pure state 0∣ ⟩ (like when we format a hard drive). Rolf
Landauer first proposed that the work cost of erasing a completely unknown bit of
information (think of a fully mixed qubit) in an environment of temperature T is k T ln 2B [12].
That very same limit was also found for quantum systems, in the setting of thermal operations
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[115, 123], for the ideal case of an infinitely large heat bath and many operations; finite-size
effects are analysed in [115].

Using Landauerʼs principle as a building block, we can approach the more general
question of erasing of a system that is not in a completely unknown state, but rather about
which we have partial information. For example, imagine that we want to perform an
algorithm in our quantum computer, and then erase a subsystem S (which could be a register
or ancilla). The rest of our computer may be correlated with S, and therefore we can use it as a
memory M, and use those correlations to optimize the erasure of S. In short, we want to take
the initial state SMr to 0 0 S M∣ ⟩⟨ ∣ rÄ , erasing S but not disturbing M. It was shown [78, 81]
that the optimal work cost of that transformation is approximately H S M k T ln 2max B( ∣ )�

r ,
where ò parametrizes our error tolerance and H S Mmax ( ∣ )�

r is the smooth max entropy, a
conditional entropy measure that measures our uncertainty about the state of S, given access
to the memory M. It converges to the von Neumann entropy in the limit of many independent
copies. In the special case where S and M are entangled, it may become negative—meaning
that we may gain work in erasure, at the cost of correlations. Not incidentally, these results
use quantum information processing techniques to compress the correlations between S andM
before erasure; after all, ‘information is physical’ [124].

3.2. Generalizing resource theories

Let us now abstract from particular resource theories, and think about their common features,
and how we may generalize them.

3.2.1. Starting from the pre-order. As mentioned before, the set of allowed transformations
imposes a pre-order structure S,( )- on the state space S. One direction towards exploring the
concept of resource theories could be to start precisely from such a pre-order structure. That
was the approach of Carathéodory, then Giles and later Lieb and Yngvason, who pioneered
the idea of resource theories for thermodynamics [76, 77, 125, 126]. In their work, the set of
allowed transformations is implicitly assumed, but we work directly with an abstract state
space equipped with a preorder relation. They were largely inspired by classical, macroscopic
thermodynamics, as one may infer from the conditions imposed on the state space, but their
results can be applied to thermodynamics of small quantum systems [113]. Assuming that
there exist minimal resources that can be scaled arbitrarily and act as ‘currency’, the authors
obtain monotones for exact, single-shot state transformations. When applied to the pre-order
relation on classical states that emerges from thermal operations, these monotones become
single-shot versions of the free energy [113].

3.2.2. Starting from the set of free resources. In[118] general quantum resource theories are
characterized based on the set of free resources of each theory. Assuming that the set of free
states is well-behaved (for instance, that it is convex, and that the composition of two free
states is still a free state), they show that the relative entropy between a resource and the set of
free states is a monotone. This is because the relative entropy is contractive (non-increasing
under quantum operations); the same result applies to any contractive metric. Finally, they
find an expression for the asymptotic value of a resource in terms of this monotone: the
conversion rate between two resources is given by the ratio between their asymptotic value.

3.2.3. In category theory. Reference [16], and more recently [37] have generalized the
framework of resource theories to objects known as symmetric monoidal categories. These
can represent essentially any resource that can be composed (in the sense of combining copies
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of different resources, like tensoring states in quantum theory). The authors consider both
physical states and processes as possible resources. After obtaining the pre-order structure
from a set of allowed operations, resource theories can be classified according to several
parameters. For instance, the authors identify quantitative theories (where having more of a
resource helps, like for thermal operations) and qualitative ones (where it helps to have many
different resources). They find expressions for asymptotic conversion rates in different
regimes and, crucially, give varied examples of resource theories, within and beyond quantum
theory, showing just how general this concept is.

3.2.4. Resource theories of knowledge. In [127], emphasis is given to the subjective
knowledge of an observer. The framework introduced there allows us to embed macroscopic
descriptions of reality into microscopic ones, which in turn lets us switch between different
agents’ perspectives, and see how traditional large-scale thermodynamics can emerge from
quantum resource theories like thermal operations. It also allows us to combine and relate
different resource theories (like thermodynamics and LOCC), and to infer the structure of the
state space (like the existence of subsystems or correlations) from modularity and
commutativity of transformations.

3.3. Outlook

In the previous sections we identified several open problems. These can be grouped into two
main directions:

• Quantumness: coherence, catalysis and clocks. It remains to find optimal coherent
catalysts and clocks under realistic constraints (a generalization of [96]). This would give
us a better understanding of the thermodynamic power and limitations of coherent
quantum states. It would also allow us to account for all costs involved in state
transformations.

• Identifying realistic conditions. We have been very good at defining sets of allowed
transformations that are analogous to those of traditional thermodynamics, and recover
the same monotones (like the free energy) in the limit of large, uncorrelated systems. The
original spirit of thermodynamics, however, was to find transformations that were easy
and cheap to implement for experimenters—for instance, those whose cost did not scale
with the relevant parameters. In order to find meaningful resource theories for individual
quantum systems, it is again imperative to turn to concrete experimental settings and try
to identify easy and cheap transformations and resources. At this stage, it is not yet clear
whether these will correspond to thermal operations, time-independent Hamiltonians, or
another model of quantum thermodynamics—in fact it is possible that they vary
depending on the experimental realization, from superconducting qubits to ion traps.

4. Entanglement theory in thermodynamic settings

In the previous sections we have established how quantum information can be used to
understand the very foundation of thermodynamics, from the emergence of thermal states to
the resource theory of manipulating these with energy conserving unitaries. We have seen that
phrasing thermodynamics as a resource theory can elucidate the meaning of thermodynamic
quantities at the quantum scale, and how techniques originally developed for a resource
theory of communication can facilitate this endeavour. The motivation behind this approach is
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a very practical one: finding the ultimate limitations of achievable transformations under
restrictions that follow from the nature of the investigated system that naturally limits the set
of operations we can perform. As quantum information processing is becoming increasingly
applied, we also need to think about fundamental restrictions to quantum information itself,
emerging from unavoidable thermodynamic considerations. There has thus been an increased
interest in investigating scenarios of quantum information processing where thermodynamic
considerations cannot be ignored. From fundamental limitations to the creation of QIP
resources to their inherent work cost. In this section we try to give a brief overview over
recent developments in this intersection with a focus on the paradigmatic resource of QIP:
entanglement.

4.1. Correlations and entanglement under entropic restrictions

Entanglement theory is in itself one of the most prominent examples of resource theories.
Entanglement, a resource behind almost all tasks in quantum information processing, is hard
to create and once distributed can only decrease. Thus in entanglement theory classically
correlated states come for free and local operations are considered cheap, which singles out
entanglement as the resource to overcome such limitations. These limitations and resources
are of course very different to the resources and tasks explored in the previous sections. A
comprehensive comparison between the principles behind these and more general resource
theories is made in [128] and as examples of a more abstract treatment in [16].

Such resource theories are always designed to reflect specific physical settings, such as
LOCC [129] as a natural constraint for communication. It is therefore unavoidable that when
describing various physical circumstances these resource theories can be combined yielding
hybrid theories. One natural example is the desire to process quantum information in a
thermodynamic background. Ignoring limitations coming from available energies in a first
step this leads to the task of producing resources for computation (such as entanglement or
correlation) at a given entropy. Some of the first considerations in this direction were moti-
vated by the prospect of using nuclear magnetic resonance (NMR) for quantum computation.
Due to non-zero temperature, i.e. non-trivial restrictions on the entropy of the state, such
systems would always be fairly close to the maximally mixed state.

In this context the most natural question to ask, is whether a unitary transformation is
capable of entangling a given input state. As a precursor to studying the possibility of
entangling multipartite states, the complete solution for two qubits was found in [130] and
later decent bounds on bipartite systems of arbitrary dimension were presented in [131].

Another pathway was pursued by [132–134], where with NMR quantum computation in
mind, volumes of separable states around the maximally mixed state were identified. These
volumes imply that if any initial state is in close proximity of the maximally mixed state, there
can be no chance of ever creating entanglement in such states, as the distance from the
maximally mixed state is invariant under unitary transformations. Further improvements in
terms of limiting temperatures were obtained in [135].

The question of whether a given state can be entangled under certain entropy restrictions
clearly relies only on the eigenvalue spectrum of the considered state, as the best conceivable
operation creating entanglement is a unitary one (which leaves eigenvalues unchanged).
These questions were further pursued under the name of ‘separability from spectrum’ in
[136–138]. One of the main results important in the context of quantum thermodynamics is
the following: a state with eigenvalues il , ordered by size, i.e. i i 1{ }.l l + can be entangled
by an appropriate unitary if
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More importantly, for m2 ´ dimensional states, this condition is not only sufficient, but also
necessary [138].

Moving beyond the mere presence of entanglement in the unitary orbit of input states,
one encounters an intrinsic difficulty of properly quantifying the entanglement created. There
is a whole ‘zoo’ of entanglement measures [139, 140] and only in the bipartite case there is a
unique ‘currency’ known, i.e. a paradigmatic resource state from which all other states can be
created via LOCC (although recent progress has been made in the four qubit case, where it
has been shown that after exclusion of a measure zero set, such a set of resource states can
indeed be identified [141]).

In any case one can at least study general correlations with a clear operational inter-
pretation, such as the mutual information, which has been performed in [142–144]. In these
papers the authors have, among other things, identified minimally and maximally correlated
states in the unitary orbit of bipartite systems. It turns out that at least here the entropy poses
only a rather trivial restriction and for any d-dimensional state ρ a mutual information of
I A B d S: 2 log2( ) ( ) ( )r= -r can be achieved via global unitary rotations.

Exploiting these results [145] continued to study the generation of correlations and
entanglement under entropic restrictions for multipartite systems. Inspired by the idea of
thermal states as a free resource, the authors consider a multipartite system initially in a
thermal state. They ask what is the highest temperature Tent at which entanglement can still be
created, it scales with the dimension of the partitions and quantify the inherent cost in terms
average energy change (see example (4) for an exemplary two qubit energy cost). By
introducing concrete protocols, i.e. unitary operations, the authors show that bipartite
entanglement generation across all partitions of n-qubits is possible iff
k T E n 2 ln 1 2B ( ( ))< + and genuine multipartite entanglement across all parties can be
created if k T E n n n n2 ln lnB

2( ( )) ( ( ) )'< + .

4.2. Correlations and entanglement in a thermodynamic background

In the context of thermodynamics the previous subsection can be viewed as a very special
case of operating on closed systems with an unlimited external energy supply or a fully
degenerate Hamiltonian. As elaborated in section 4 of the review this does not encompass the
whole potential of thermodynamic transformations. If the necessary correlating unitary does
not conserve the total energy, we should account for the difference in average energy between
initial and final states. Taking into account also the average energy cost reveals an intrinsic
work value of correlations and entanglement in general. This fundamental fact was first
quantified in [145]).

Example 4. Entangling two qubits. Creating entanglement from thermal states will always
cost some energy. For the simplest case of entangling two qubits with energy gap E at zero
temperature one can find a closed expression, e.g. for the concurrence, in terms of the invested
average energy E WD = :

C W
W
E

W
E

2 .( ) = -⎜ ⎟⎛
⎝

⎞
⎠

Accounting for the average energy change in the unitary orbit of initial quantum states
however still does not encompass the whole potential of thermodynamic resource theories.
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Thermal operations on target states can also make use of a thermal bath at temperature T and
thus can also reduce the entropy of the target system. Disregarding energy costs in this
context of course yields the rather trivial result that any quantum information processing
resource can be produced, simply by cooling the system (close) to the ground state and then
performing the adequate global unitary operation on it. Taking into account the free energy
costs of correlating transformations, [146] has shown that every bit of correlation embodies an
intrinsic work value proportional to the temperature of the system. For mutual information
this yields a relation akin to Landauerʼs principle for the work cost of creating correlations
Wcor

W k TI A B: , 11cor B ( ) ( ). r

and it implies a general free energy cost of entanglement that is bounded from above and
below for the bipartite case in [146]. All previous considerations are illustrated in figure 4.

That extractable work can be stored in correlations is by no means a purely quantum
phenomenon. Even classical correlations can store work in situations where local work
extraction is impossible. In [147] the quantum versus classical capacity for storing extractable
work purely in correlations was compared. For two qubits twice as much work can be stored
in entangled correlations as the best possible separable (or even classical, which turns out to
be the same) correlations admit (a fact that is also mentioned in [75] in a different setting).
However the difference between separably encoded work from correlations Wsep and the
maximally possible work in correlations Wmax scales as

W

W
n1 , 12sep

max

1( ) ( )'= - -

i.e. the quantum advantage vanishes in the thermodynamic limit of large systems.
Concerning the extractable work from correlations one can also find seemingly contrary

results if the figure of merit changes. The above considerations apply only if the target is an
extraction of average energy or standard free energy, partially neglecting the details of the
work distribution arising in the receiving system (detailed considerations of such work dis-
tribution fluctuations will be discussed in section 6). One can just as well be interested in a
guaranteed amount of work. If that is the case one can arrive at more restrictions concerning
work extraction as also recently demonstrated in [117]. Curiously in [148] it was shown,
however, that these restrictions can be overcome by considering k initially uncorrelated
catalysts that build up correlations in the process. In that context one can extract more
deterministic work and can thus regard the stochastic independence of the input catalysts as a
resource for work extraction, which is quite contrary to the case considered before and the
thermodynamic limit.

A different, but very related, setting exploring work gain from correlations is studied in
the context of quantum feedback control. Here the task is rather to quantify the inevitable
work cost arising from information gain in the process of a measurement. As in order to
measure a system one needs to correlate with the system in question it follows intuitively that
this scenario will also always induce work cost related to bipartite correlations between the
system and the memory storing the information gain about the system. Here the work cost
coming purely from correlations was quantified in [144], building upon older results on the
inevitable work cost of quantum measurements [149–152] and Landauerʼs principle. To
model the necessary feedback control, the authors included a general model of a quantum
memory upon which projective measurements can be performed. The authors also studied the
possible work gain from bipartite quantum states in this context. Denoting the state of the
memory as Mr the authors find an upper bound on the work gain (defined as the work
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extracted from both subsystems minus the work cost of the measurements and subsequent
erasure of the quantum memory) as

W k T I A B I A B F: : . 13Mnet B ( ( ) ( ∣ )) ( ) ( )- r r- - Dr r b

4.3. Thermodynamics under locality restrictions

In the previous subsections we have reviewed the prospect of creating quantum information
processing resources in a thermodynamic background. The other obvious connection between
the resource theories of entanglement and thermodynamics is taking the converse approach.
Here one is interested in thermodynamic operations under additional locality restrictions.

In [153] the difference between the extractable work from bipartite quantum states in
thermodynamics both with and without locality restrictions was studied. The resulting dif-
ference, called the work deficit, can be bounded via

S S Smax , , 14A B AB[ ( ) ( )] ( ) ( )r r rD = -

which for pure states coincides with entanglement of formation (or any other sensible choice
of entanglement measure that all reduce to the marginal entropy in case of pure states). In the
above equation it is assumed that bits which are sent down the communication channel are
treated as classical in the sense that they are only dephased once, and not again in a second
basis. This interplay led to subsequent investigations into the thermodynamic nature of
entanglement in [153], where analogies between irreversible operations in thermodynamics
and bound entanglement were drawn, and to concrete physical scenarios satisfying this bound
in [120].

4.4. Entanglement resources in thermodynamic tasks

Apart from resource theory inspired questions, one might study the role of informational
quantities through their inevitable appearance in thermodynamic operations at the quantum
level. For instance the role of entangling operations and entanglement generation in extracting

Figure 4. Creating correlations between local thermal states.
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work from multiple copies of passive states , i.e. states where no local work extraction is
possible [107, 108], has attracted some attention recently. The implied fact that global unitary
operations are required to extract work indicates some form of non-local resource being
involved in the process.

In general passive states are always diagonal in the energy eigenbasis [107, 108], which
implies that one starts and ends the protocols with diagonal states. In these scenarios the
individual batteries from which work is to be extracted are considered non-interacting,
directly implying the separability of initial and final states in these protocols. Nonetheless the
fact that local unitaries can never extract any work from copies of passive states directly
implies that entangling unitaries enable work extraction from such states [154]. In that sense
entangling power of unitaries can be seen as a resource for work extraction purposes (which
in conventional thermodynamic resource is of course considered a free operation).

In [155] the role of quantum resources in this context was further explored. While it is
true that the ability to perform entangling unitaries is required for this particular work
extraction problem, this does not imply that any entanglement is ever generated in the
process. In fact the whole procedure can dynamically be implemented without ever generating
the slightest bit of entanglement [155], however the most direct transformation can con-
siderably entangle the systems in the process. In [156] it was demonstrated that if the work
per unit time (power) is considered with cyclic operations in mind then a quantum advantage
for charging power can be achieved.

4.5. Using thermodynamics to reveal quantumness

That entanglement plays a special role in quantum many-body physics is a well established
fact that has received adequate attention in numerous publications (see e.g. [157] and the
extensive list of citations therein). In this topical review we want to at least mention a related
question that connects quantum thermodynamics directly with entanglement theory: the
possibility to use thermodynamic observables to reveal an underlying entanglement present in
the system. At zero temperature it is already known that many natural interaction Hamilto-
nians have entangled ground states (in fact often many low energy eigenstates even of local
Hamiltonians feature entanglement). This fact can be exploited to directly use the energy of a
system as an entanglement witness, even at non-zero temperatures [158]. Intuitively this can
be understood through the fact that a low average energy directly implies that the density
matrix is close to the entangled ground state. If this distance is sufficiently small that can
directly imply entanglement of the density matrix itself. The known results and open ques-
tions of this interplay including [159–166] are also discussed in the review [36]. Furthermore,
other macroscopic thermodynamic quantities can also serve as entanglement witnesses
through a similar intuition, such as e.g. the magnetic susceptibility [167] or the entropy [168].

4.6. Outlook

Resource theories always have their foundation in what we believe to be hard/impossible to
implement and what resources allow us to overcome such limitations. As such they always
only capture one specific aspect of the physical systems under investigation. The results
outlined in this section emphasize the fact that thermodynamic constraints have drastic
consequences for processing quantum information and that locality constraints will change
thermodynamic considerations at the quantum scale. One path to explore could now be a
consistent resource theory that adaptively quantifies possible resources from different
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restrictions. This would furthermore elucidate the exact role played by genuine quantum
effects, such as entanglement, in thermodynamics.

5. Quantum fluctuation relations and quantum information

5.1. Introduction

The phenomenological theory of thermodynamics successfully describes the equilibrium
properties of macroscopic systems ranging from refrigerators to black holes that is the domain
of the large and many. By extrapolating backwards, from the domain of the ‘many’ to the
‘few’, we venture further from equilibrium into a regime where both thermal and quantum
fluctuations begin to dominate and correlations proliferate. One may then ask the question—
what is an appropriate way to describe this blurry world which is dominated by deviations
from the average behaviour?

One way to describe the thermodynamics of small systems where fluctuations cannot be
ignored is by using the framework of stochastic thermodynamics [169]. In this approach the
basic objects of traditional statistical mechanics such as work and heat are treated as sto-
chastic random variables and hence characterized by probability distributions. Over the last
20 years various approaches have lead to sets of theorems and laws, beyond the linear
response regime, which have revitalized the already mature study of non-equilibrium statis-
tical mechanics. Central to these efforts are the fluctuation relations that connect the non-
equilibrium response of a system to its equilibrium properties. A wealth of results have been
uncovered in both the classical and the quantum regimes and the interested reader is directed
to the excellent reviews on the topics [21–23]. Here we focus on aspects of this approach that
have been specifically influenced by concepts in quantum information, or show promise for
symbiosis. We hope that by reviewing the existing contributions as well as suggesting pos-
sible research avenues, further cross fertilization of the fields will occur.

To begin with, it is useful to illustrate how the probability distributions of a thermo-
dynamic variable like work is defined. Consider a quantum system with a time-dependent
Hamiltonian H t( ( ))l , parametrized by the externally controlled work parameter t( )l . The
system is prepared in a thermal state by allowing it to equilibrate with a heat bath at inverse
temperature β for a fixed value of the work parameter t ti i( )l l< = . The initial state of the
system is therefore the Gibbs state

,
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At t ti= the system-reservoir coupling is removed and a fixed, reversible protocol is
performed on the system taking the work parameter from its initial value il to the final value

fl at a later time t tf= . The initial and final Hamiltonians are defined by their spectral
decompositions
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respectively, where n∣ ⟩y ( m∣ ⟩f ) is the nth (mth) eigenstate of the initial (final) Hamiltonian with
eigenvalue En i( )l , Em f( )l . The protocol connecting the initial and final Hamiltonians
generates the unitary evolution operator U t t,f i( ), which in general has the form
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where Tl denotes the time-ordering operation. We stress here that, in this framework, one
typically assumes that the system is initially prepared in a thermal state but after the unitary
protocol the system is generally in a non-equilibrium state.

The work performed (or extracted) on (or from) the system as a consequence of the
protocol is defined by the outcomes of two projective energy measurements [170]. The first,
at t ti= , projects onto the eigenbasis of the initial Hamiltonian H i( )l , with the system in
thermal equilibrium. The system then evolves under the unitary operator U t t,f i( ) before a
second projective measurement is made onto the eigenbasis of the final Hamiltonian H f( )l at
t tf= . The joint probability of obtaining the outcome En i( )l for the initial measurement
followed by Em f( )l for the final one is easily shown to be

p n m U t t,
e

, . 16
E

m n
i

f i
2

n i

( ) ( ) ∣⟨ ∣ ( )∣ ⟩∣ ( )
( )

2 l
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Accordingly, the quantum work distribution is defined as

P W p n m W E E, , 17
n m

m nF
,

f i( ) ( ) ( [ ( ) ( ) ] ) ( )å d l l= - -

where δ is the Dirac delta function. For reasons which will become clear shortly we use the
subscript F to denote ‘forward’ protocol. Physically, equation (17) states that the work
distribution consists of the discrete number of allowed values for the work E Em nf i( ( ) ( ))l l-
weighted by the probability p n m,( ) of measuring that value in a given realization of the
experiment. The quantum work distribution therefore encodes fluctuations in the measured
work arising from thermal statistics (first measurement) and from quantum measurement
statistics (second measurement).

In order to understand what is meant by a fluctuation theorem, we introduce a backward
process which is the time reversed protocol of the forward one previously defined. Now
P WB ( ) is the work distribution corresponding to the backward process, in which the system is
prepared in the Gibbs state of the final Hamiltonian H f( )l at t=0 and subjected to the time-
reversed protocol that generates the evolution U t t,f i( ) †Q Q , where Θ is the anti-unitary time-
reversal operator. It turns out that the following theorem holds, the Tasaki–Crooks relation
[171, 172],

P W
P W

e , 18W FF

B

( )
( ) ( )( )
-

= b -D

which shows that, for any closed quantum system undergoing an arbitrary non-equilibrium
transformation, the fluctuations in work are related to the equilibrium free energy difference
for the corresponding isothermal process between the equilibrium states i( )t l and f( )t l ,
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This relationship is further emphasized by a corollary to equation (18) known as the
Jarzynski equality [173],

WP Wd e e e 20W W F
F ( ) ⟨ ⟩ ( )ò = =b b b- - - D

which states that FD (of the corresponding isothermal process) can be extracted from by
measuring the exponentiated work. A straightforward application of Jensenʼs inequality for
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convex functions allows one the retrieve the expected expression W F⟨ ⟩ . D . The average
energetic deviation of a non-equilibrium process from the equivalent reversible isothermal
process is known as dissipated work

W W F. 21diss⟨ ⟩ ⟨ ⟩ ( )= - D

Due to the Jarzynski equality this quantity is positive, W 0diss⟨ ⟩ . . This can be also directly
seen from the Crooks relation, taking the logarithm of both sides of the equality in
equation (18) and integrating over the forward distribution we find

W F K P W P W , 22F B⟨ ⟩ (⟨ ⟩ ) ( ( )∣∣ ( )) ( )bS = - D = -

where K is the classical Kullback Leibler divergence and we have introduced the average
irreversible entropy change ⟨ ⟩S corresponding to the dissipated work. Physically the
irreversible entropy change, in this context, would be the internal entropy generated due to the
non-equilibrium process which would manifest itself as an additional source of heat if an ideal
thermal bath would be reconnected to the system at the end of the protocol. In [174] it was
shown that the irreversible entropy change can also be expressed in terms of a quantum
relative entropy

D , 23f⟨ ⟩ ( ∣∣ ( )) ( )s t l bS =

where U t t U t t, , ,f i i f i( ) ( ) ( )†s t l b= is the out of equilibrium state at the end of the protocol.
This is fully consistent with the open system treatment in [175].

5.2. Phase estimation schemes for extraction of quantum work and heat statistics

Surprisingly, the proposals to measure the characteristic perhaps one of the most important
contributions that ideas from quantum information have made to this field in statistical
mechanics is the experimental acquisition of statistics of work. In the classical setting con-
siderable progress has been made in the experimental extraction of the relevant stochastic
thermodynamic distributions to explore and verify the fluctuation theorems [23]. Up until
very recently, no such experimental progress had been made for quantum systems. A central
issue is the problem of building the quantum work distribution as it requires to make reliable
projective energy measurements on to the instantaneous energy eigenbasis of an evolving
quantum system [22, 170]. It was proposed in [176] that these measurements could be reliably
performed on a single trapped ion, an experiment that was recently performed [177].

Alternatives to the projective method have been proposed [178, 179], based on phase
estimation schemes, well known in quantum information and quantum optics [180]. In these
schemes, we couple our system to an ancillary system, and perform tomography on that
system. The spirit is very similar to the DQC1 algorithm put forward in [181]. The char-
acteristic function of the work probability distribution (equation 24) can be obtained from the
ancilla, and the work statistics are then extracted by Fourier transform. The characteristic
function is defined as

u W P Wd e . 24uW
F

i
F( ) ( ) ( )òc =

The proposals to measure the characteristic function were first tested in the laboratory only
quite recently in a liquid state NMR setup [182]. This experiment is the first demonstration of
the work fluctuation theorems and extraction of work quantum statistics, and is expected to
inspire a new generation of experiments at the quantum level. Another interesting extension
of these schemes is to go beyond the closed system paradigm and to study open system
dynamics at and beyond the weak coupling limit. The first extensions have been proposed in
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[183–185]. In [186] the proposal outlined in [185] to measure the statistics of dissipated heat
was implemented in order to perform a study of the information to energy conversion in basic
quantum logic gates at the fundamental Landauer Limit.

Another interesting suggestion made to access the quantum work statistics is the use the
concept of a ‘positive operator valued measure’, or POVM [187], a well-known concept
within quantum information and quantum optics. A POVM is the most general way to
describe a measurement in a quantum system, with the advantage that it can always be seen as
a projective measurement on an enlarged system. In this work the authors show that by
introducing an appropriate ancilla that the POVM description allows the work distribution to
be efficiently sampled with just a single measurement in time. In this work it was suggested
that the algorithm proposed could be used, in combination with the fluctuation theorems, to
estimate the free energy of quantum states on a quantum computer. The scheme was recently
extended and developed in [188] along with a promising implementation using ultra-cold
atoms. This would be a promising avenue to explore work statistics in a many-body physics
setting where the statistics of work can be shown to have universal behaviour at critical
points [189].

5.3. Fluctuation relations with feedback, measurement and CPTP maps

The relationship between thermodynamics and the information processing is almost as old as
thermodynamics itself and is no where more dramatically manifested than by Maxwellʼs
demon [2–6]. One way of understanding the demon paradox is by viewing the demon as
performing feedback control on the thermodynamic system. In this case the framework for
stochastic thermodynamics and the fluctuation theorems needs to be expanded. Building upon
previous work [151, 152], Sagawa and Ueda have generalized the Jarzynski equality to
incorporate the feedback mechanism [190, 191] for classical systems. This theoretical
breakthrough allowed for an experimental demonstration of information to energy conversion
in a system by means of of non-equilibrium feedback of a Brownian particle [192]. These
feedback based fluctuation theorems were further modified to incorporate both initial and final
correlations [193]. These works, in particular, highlight the pivotal role played by mutual
information in non-equilibrium thermodynamics [6].

The Sagawa–Ueda relations were generalized to quantum systems in [194]. For reasons
of pedagogy we will follow this approach here. In the work of Morikuni and Tasaki an
isolated quantum system is considered where an external agent has control of the Hamiltonian
parameters. The system is initialized in a canonical state, ( )t b , and an initial projective
measurement of the energy is made whose outcome is Ei

0. The Hamiltonian is then changed
via a fixed protocol and evolves according to the unitary operator U. In the next stage a
projective measurement is performed with outcomes j n1 ,...,= and described by a set of
projection operators ,..., n1P P . Now the time evolution is conditioned on the outcome j so the
Hamiltonian is changed according to these outcomes. This is the feedback control stage.
Finally, one makes a projective measurement of the energy of the final Hamiltonian with
outcome Ek

j. In this setting it is shown that

e , 25W F⟨ ⟩ ( )( ) g=b -D

where W W E Ei j k k
j

, , i
0= = - is the work and FD is the free energy difference between the

initial state and the canonical state corresponding to the final value of the Hamiltonian Hj. We
see that in this feedback controlled scenario a new term enters on the right hand side. A
straightforward calculation shows that this term evaluates as U Utrj j j j j[ ( ) ]†g t b= å P P . This
γ quantity is shown in [190, 194] to be related to the efficiency of the demon in making use of
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the information it acquires during the feedback process. When it becomes less than one it
provides an example of a failed demon who did not make a good use of the information
acquired. On the other hand it can become larger than one indicating that the feedback is
working efficiently. Another relation discovered by Sagawa and Ueda and quantized by
Morkikuni and Taskaki concerns almost the same protocol as just explained only now
classical errors are made in the intermediate measurement stage. Again let the intermediate
measurement be described by , , n1P ¼ P which yield the result j but the controller
misinterprets the result as j¢ with a certain probability. In this framework another generalized
fluctuation theorem can be derived

e 1, 26W F I⟨ ⟩ ( )( ) =b -D -

where I is the mutual information between the set of measurement outcomes the demon
actually records and what is the true result of the projection. These feedback fluctuation
theorems for quantum systems were further generalized to the situation when a memory
system is explicitly accounted for in [144] and shed light on the amount of thermodynamic
work which can be gained from entanglement. In addition to feedback, fluctuation theorems
were investigated under continuous monitoring [195, 196] and analysed for general
measurements [197, 198].

A recent series of papers have analysed fluctuation-like relations from the operational
viewpoint employing the full machinery of trace-preserving completely positive maps. In
[199] the formalism is used to give an alternative derivation of the Holevo bound [200]. In
[201] an information-theoretical Jarzynski equality was derived. It was found that fluctuation
relations can be derived if the map generated by the open dynamics obeys the unital con-
dition. This has been connected to the breakdown of micro-reversibility for non-unital
quantum channels [202–205]. In [206] the authors analysed the statistics of heat dissipated in
a general protocol and found that the approach can be used to derive a lower bound on the
heat dissipated for non-unital channels. Recently this bound has been used to investigate the
connection with the build up of multipartite correlations in collisional models [207].

5.4. Entropy production, relative entropy and correlations

With the surge of interest in the thermodynamics of quantum systems and the development of
quantum fluctuation relations, research has been directed to microscopic expressions for
entropy production. In formulating thermodynamics for non-equilibrium quantum systems,
the relative entropy plays a central role [191]. As first pointed out in [208] this is due to its
close relationship with the free energy of a quantum state. The relative entropy also plays a
central role in quantum information theory, in particular, in the geometric picture of entan-
glement and general quantum and classical correlations [209, 210]. In the non-equilibrium
formulation of thermodynamics [22] it is omnipresent for the description of irreversible
entropy production in both closed [174] and open driven quantum systems [211] (see also
[212]). One may then wonder if there exists a relationship between the entropy produced by
operations that generate or delete correlations in a quantum state and the measures for
correlations in that state? Given the youthful nature of the field the question is largely
unanswered but some progress in this direction has been made.

The relationship between the relative entropy of entanglement and the dissipated work
was first proposed as an entanglement witness in [213]. Going beyond the geometric approach
a functional relationship between the entanglement generated in a chain of oscillators and the
work dissipated was explored in [214] and also later for more general quantum correlations
[215]. In an open systems framework it was shown that the irreversible entropy production
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maybe attributed to the total correlations between the system and the reservoir [216] (we note
that this derivation is entirely analogous to the formulation of the Landauer principle put
forward by in [115]). The exchange fluctuation relation and the consequences for correlated
quantum systems were studied in [217].

5.5. Outlook

As fluctuation theorems are exact results, valid for arbitrary non-equilibrium dynamics, they
are currently being used to understand the nonlinear transport of energy, heat and even
information in quantum technologies. This is a relatively new research avenue and the
applications of quantum fluctuation theorems in other fields such as condensed matter phy-
sics, quantum optics and quantum information theory are in their infancy. Ultimately, the
hope would be that they provide a unifying framework to understand the relationship between
information and energy in non-equilibrium quantum systems. Ultimately one would like to
form a picture of information thermodynamics of quantum systems under general non-
equilibrium conditions.

As we have seen above, quantum phase estimation, a central protocol in quantum
information theory, has been applied successfully to extract work statistics from a small non-
equilibrium quantum system and perhaps other such unexpected interdisciplinary links will
emerge. For example one wonders if existing experimental schemes could be modified to deal
with situations dealing with non-passive initial states so as to study maximal work extraction
problems and also to extend to more complicated many-body and open system scenarios.

In [119, 218, 219] the first steps towards unification of the work statistics and fluctuation
theorems approach to thermodynamics and the single shot statistical mechanics approaches
mentioned have been taken (see section 4). We are confident that other links will emerge
between various approaches in the not so distant future.

6. Quantum thermal machines

In this final brief section of the review we end by considering the area of quantum ther-
modynamics concerning quantum thermal machines, that is quantum versions of heat engines
or refrigerators. We shall overview the extent to which quantum entanglement and correla-
tions are relevant to their operation.

Whereas in almost all of the above the situation comprised of only one thermal bath and
systems in contact with it, in this section our interest is in situations involving two (or more)
thermal baths. Now, there are two regimes which one can focus on: the primary one is usually
the cyclic behaviour of systems interacting with the baths, or alternatively the steady state
behaviour that is characterized by the currents of heat or work that can be maintained in the
long time limit. The second regime is the transient one, and how the system reaches
stationarity.

One way to think of the present situation is that the second thermal bath is the system out
of equilibrium with respect to the first bath, and the goal is to produce resources (work, or a
steady state current out of a cold bath) at optimal rates. From this perspective, the quantum
machine plays the role of the ‘bridge’ or the ‘mediator’ which facilitates the operation of the
larger thermal machine.

The history of quantum thermal machines is a long one, going back to the sixties with the
invention of the maser, which can be seen as a heat engine [220], and received much attention
over the following decades. A complete overview of the literature in this direction is far
beyond the scope of the present review; however excellent recent overviews can be found in
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[31–33]. In the present context, one important message from this body of work is that thermal
machines comprised of as little as a single qutrit (3 level system), or of 2 or 3 qubits, can be
constructed, that moreover can approach Carnot efficiency (the maximal possible efficiency
of any machine). It is thus plausible that they may ultimately become important from the
perspective of nanotechnology and implementations of quantum information processing
devices. As such a full understanding of their quantum behaviour, including the correlations
they can build up, is important. Here we review specifically those studies concerned with the
role of entanglement and quantum coherence in the functioning of such small quantum
thermal machines, both at the level of the machine, as well as in the bath, if pre-processing
operations are allowed. We also look at the role of coherence in the transient behaviour when
the refrigerator is first switched on. We review a recent proposal for a witness that quantum
machines are provably outperforming their classical counterparts. Finally, we look at the idea
of using thermal machines as a means of entanglement generation (switching the focus away
from the traditions resources of work or heat currents).

A related idea is that of algorithmic cooling, which we summarize in example 5, and
which was recently reviewed in [221].

6.1. Absorption refrigerators

The first machine we shall look at is a quantum model of an absorption refrigerator, a
refrigerator which is not run by a supply of external work (which is the situation most
customarily considered), but rather run by a source of heat. An absorption refrigerator is thus
a device connected to three thermal reservoirs; a ‘cold’ reservoir at temperature Cb from
which heat will be extracted; a ‘hot’ reservoir at inverse temperature Hb , which provides the
supply of energy into the machine; and finally a ‘room temperature’ reservoir at temperature

Rb into which heat (and entropy) will be discarded. The goal is to cool down the cold
reservoir (i.e. extract heat from it).

There are a number of different figures of merit that one can consider to quantify the
performance of the machine. The most commonly considered is the coefficient of
performance Q QCOP C H= , where QC andQH are respectively the heat currents flowing out
of the cold the hot reservoirs (the COP is the analogous quantity to the efficiency for an
absorption refrigerator; since the COP can be larger than 1 it cannot be thought of directly as
an efficiency). The famous result of Carnot [222], a statement of the second law of ther-
modynamics, is that the efficiency (or COP) of all thermal machines is bounded as a function
of the reservoir temperatures. In particular, for the specific case of an absorption refrigerator
we have COP R H C R( ) ( )- b b b b- - . Other relevant figures of merit are the power QC

(i.e. neglecting how efficient the process is), the COP when running at maximal power, and
the minimal attainable stationary temperature C

stb for a cold object in contact with the bath.
Below we give a brief outline of the model under consideration, full details of which can

be found in [223, 224]. Consider three qubits, each one in thermal contact with one of the
three thermal baths, with local Hamiltonians H E 1 1i i ∣ ⟩⟨ ∣= , for i C, R, H= chosen such
that E E ER C H= + to ensure that the system has a degenerate subspace of energy ER formed
by the states 010∣ ⟩ and 101∣ ⟩ (where we use the order C–R–H for the three qubits). In this
subspace the interaction Hamiltonian H g 010 101 101 010int (∣ ⟩⟨ ∣ ∣ ⟩⟨ ∣)= + is placed, which
mediates the transfer of energy. A schematic representation of this fridge can be found in
figure 5.

Example 5. Algorithmic cooling. Consider a collection of n qubits, all at inverse
temperature β, with corresponding populations in the ground and excited states p and
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p1( )- respectively. The goal of algorithmic cooling is to bring m qubits to the ground state
by an arbitrary unitary transformation. A fundamental upper bound can be placed on m,
purely by entropic considerations. The initial entropy is nS nH p( ( ) ( )t b = , where
H p p p p plog 1 log 12 2( ) ( ) ( )= - - - - is the binary Shannon entropy. Since unitary
transformations do not change the entropy, this easily leads to the upper bound on m,

m n H p1 27( ( )) ( )- -

which would be achieved if the remaining n−m qubits are all left at infinite temperature
(maximally mixed state) with entropy S 0 1( ( ))t = . In [225] it was shown that as n tends to
infinity this fundamental limit can be approached using an algorithm which uses O n nlog2( )
unitary gate operations. It was later realized that given access to an external bath this limit can
be surpassed: the qubits which end this protocol at infinite temperature can be ‘refreshed’ to
temperature β and the protocol can be run again on the remaining n m( )- qubits, for
example [226]. This is referred to as heat-bath algorithmic cooling.

In order to understand the basic principle, one can focus instead on three qubits and
assume that the first is the one which is to be cooled down (now not to zero temperature, but
any colder temperature). Let us consider the populations of the two states 100∣ ⟩ and 011∣ ⟩,
which are p p12 ( )- and p p1 2( )- respectively. The state 100∣ ⟩, in which qubit one is
excited (and therefore ‘hot’) has more population than the state 011∣ ⟩, where qubit one is in
the ground state (and therefore ‘cold’). Thus, by swapping the population of these two states
the first qubit is cooled down. Indeed, after the application of such a unitary, the final
population p¢ in the ground state of the first qubit is

p p p p p2 1 1 28( ) ( ) ( )¢ = + - -

which is greater than p whenever p2 1 0( )- > , i.e. whenever the first qubit was at a positive
temperature. Finally, a unitary which implements 011 100∣ ⟩ ∣ ⟩« whilst leaving all other
energy eigenstates the same can easily be constructed from the CNOT and Toffoli gates as

Figure 5. Three-qubit fridge.
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A recent review giving many more details about algorithmic cooling can be found
in [221].

6.1.1. Stationary behaviour. Assuming the weak coupling regime between the qubits and the
baths, the dynamics can be modelled using a time-independent Lindblad master equation
˙ ( )$r r= (with $ the Linbladian, i.e. the most general generator of time-homogeneous,
Markovian dynamics). The stationary solution str , satisfying 0st( )$ r = , can be shown to
correspond to an absorption refrigerator if the parameters are chosen appropriately, i.e. such
that C

st
Cb b> , where C

stb is the stationary inverse temperature of the cold qubit.
From the point of view of quantum information, the basic questions about this steady

state are (i) whether quantum correlations (for example entanglement) are present in the
stationary state, and (ii) if yes, whether they are important for the operation, or merely a by-
product of quantum evolution. These questions were addressed in [223, 224].

In [224] quantum correlations in the form of discord were studied. The quantum discord
AB I A B I A B: :( ) ≔ ( ) ( )� -r r s, with σ the state after a minimally disturbing measurement

on Bob, is a form of quantum correlation weaker than entanglement [227, 228]. The authors
studied quantum discord between numerous inequivalent partitions of the system. The most
interesting results were obtained when the discord is calculated between the cold qubit (the
qubit which is being cooled) and the relevant subspace of the two remaining qubits (that
singled out by the interaction Hamiltonian Hint). They found that discord is always present,
but they found no relationship between the amount of discord present and the rate at which
heat was extracted from the cold bath. Specifically, to obtain this result they studied the
behaviour of discord as a function of the energy spacing EC of the cold qubit. Whilst both
quantities typically exhibited local maxima as EC was varied, these maxima failed to coincide.

In [223] the focus was instead on the entanglement maintained in the steady state. First, if
the machine is operating close to the maximal Carnot limit then the state is necessarily fully
separable, i.e. a convex combination of product states of the three qubits. Conversely,
operating far from this regime every type of multipartite entanglement can be found in the
stationary state. In particular, there are regimes where entanglement is generated across any
fixed bipartition, and even genuine multipartite entanglement can be found, demonstrating
that the state has no biseparable decomposition. Here it must be stressed that the amount of
entanglement found was small, but that this should be expected due to the weak inter-qubit
coupling.

Finally, it was also shown that there appears to be a link between the amount of
entanglement generated in the partition R CH∣ and the so-called cooling advantage that
entangled machines have compared to separable ones. In particular, the cooling advantage
was defined as the difference between the minimal possible temperatures that could be
achieved with either separable or entangled refrigerators. More precisely, by optimizing the
stationary temperature C

stb of the cold qubit, varying the Hamiltonian of the machine qubits
and their couplings to the baths (at fixed temperatures). It was shown that arbitrary machines
(i.e. ones allowed to be entangled) could outperform ones which were additionally
constrained to be separable. Moreover, the advantage was found to be a function only of the
amount of entanglement generated across the R CH∣ partition. One point of interest is that this
is the bipartition of energy entering versus energy leaving the machine, thus suggesting a
connection between the transport properties of the machine and the entanglement.
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6.1.2. Transient behaviour. Instead of looking at the steady state behaviour, one may also
consider the transient behaviour. Such questions are relevant when one is interested in
running a small number of cooling cycles in order to cool down the system as fast as possible.
Alternatively, if one is thinking of initializing a system for some other use, the transient
regime might also be of interest for quicker initialization. Intuitively, since the evolution
between the qubits is coherent, one might expect the local populations to undergo Rabi
oscillations, and hence by running for precise times lower temperatures may be achievable in
a transient regime (as the qubits continuous cool down and heat up).

This is precisely what was shown in [229, 230]. More precisely, in [230] the authors
study the Markovian dynamics with weak inter-qubit coupling g (relative to the relaxation
rates, as in the above subsection), while in [229] the authors considered additionally
Markovian dynamics with strong inter-qubit coupling, and band-limited non-Markovian baths
(modelled with a one-qubit memory for each machine qubit). Taking as the natural initial state
the product state, whereby each qubit is initially at the same temperature as the bath, both
numerically study the transient behaviour of the temperature of the cold qubit as the system
approaches stationarity. While in the weak interaction case no Rabi oscillations are observed
(since the system is effectively over-damped), in the strong-interaction case Rabi oscillations
indeed take place, with period approximately g2p . This demonstrates that coherent
oscillations offer an advantage for cooling. A more complicated behaviour due to memory
effects is also observed in the non-Markovian case in [229], but nevertheless the system can
be seen to pass through much colder temperatures during its transient behaviour. In [230] it
was also shown that if the couplings are chosen appropriately, (in particular such that the
weakest coupling is to the hot reservoir), then the system remains for a long time at a
temperature below the stationary temperature, in particular without oscillating above it. This
demonstrates a particular stable regime for the preparation of the system at temperatures
below its stationary temperature.

In order to explore more the advantage offered by coherence, [229] also considered
varying the initial state, by altering the coherence in the subspace where the Hamiltonian
operates. Interestingly, with only a small amount of initial coherence, even when considering
case (a) of weak-interaction dynamics, oscillations in the temperature are seen, again allowing
for cooling below the stationary temperature. In the other two cases, the magnitude of the
oscillations is also seen to increase (i.e. the system achieves lower temperatures transiently),
demonstrating an advantage in all situations.

Finally, in [230] the amount of entanglement that is generated in the transient regime was
also studied. Focusing on either genuine multipartite entanglement, or entanglement across
the partition R CH∣ , i.e. the one corresponding to energy-in versus energy out (as studied in
[223]), considerably more entanglement can be generated in the transient regime.

6.2. Reservoir engineering

As we have seen in previous sections of the review, thermals states are naturally considered as
a free resource which can be utilized and manipulated. Likewise, the ubiquity of thermal
machines is that having access to two large thermal reservoirs can also be considered as
something essentially free, and thermal machines consider ways of utilizing these resources.

One interesting avenue is to consider that any transformation of a thermal reservoir which
can ‘easily’ be carried out can also be considered to be free, as an idealization, and this
motivates the idea of considering thermal machines which run between engineered reservoirs,
assuming that the engineering was an easy to perform transformation. In the present context,
when one has sufficient control over (part of) the reservoir, then the engineering can be at the
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quantum level. Here again we are interested specifically in the role that quantum correlations
engineered in the bath have on the functioning of quantum thermal machines.

In [231, 232] reservoir engineering in the form of squeezing is considered, since
squeezing is relatively easy to carry out, and is furthermore known to offer quantum
advantages in other contexts in quantum information. That is the reservoir, instead of con-
sisting of a large collection of modes in thermal states at inverse temperature Hb , are in fact
squeezed thermal states (at the same temperature). More precisely, the squeezing operator is
U ra r aexp 2sq

2 2(( ) )†*= - with a and a† the annihilation and creation operators respec-
tively, and the squeezed thermal state (of a given mode, i.e. a harmonic oscillator) is
U Usq sq( ) †t b . Whereas normally the variances of the quadratures (x a a 2( )†= + and
p a a 2i( )†= - ) are symmetric, the squeezed modes become asymmetric, with the former
amplified by the factor er , and the latter shrunk by e r- . The important point is that a system
placed in thermal contact with such a squeezed reservoir will not thermalize towards a thermal
state at β, but rather to a squeezed thermal state, which has the same average number of
photons as a thermal state at temperature r( )b b< . That is, in terms of average number of
photons, a squeezed thermal state appears ‘hotter’ than a thermal bath.

Starting first with [232], a model of an absorption refrigerators is considered, identical to
the one outlined in the previous section. Here, in accordance with the above, in the weak
coupling regime the effect of the reservoir engineering amounts to modifying the Linbladian
$, such that the term corresponding to the hot reservoir H$ transforms to rH( )$ , where this
now generates dissipation towards the squeezed thermal state at rH ( )b . They show that the
maximal COP that the refrigerator can approach becomes

r
r
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That is, the COP overcomes the Carnot limit that bounds the COP of any absorption
refrigerator operating between baths at Cb , Rb and Hb , if reservoir engineering is not carried
out. Thus if reservoir engineering is more readily available than a hotter ‘hot’ bath, then this
approach clearly provides an advantage in terms of the COP.

In [231] a different model was considered, this time a quantum heat engine operating a
quantum Otto cycle, a time dependent cycle, comprising two expansion stages (changing the
Hamiltonian of the system) and two thermalization stages. The system considered comprised
of a single harmonic oscillator, with initial spacing E1. While uncoupled to any environment,
the first stage is an expansion, whereby E E E1 2 1l > , i.e. the Hamiltonian is changed in
time. In the second stage the system is then placed in contact with a squeezed hot reservoir
(this is the stage which differs from a standard Otto cycle, where an unsqueezed hot reservoir
is used). After disconnection, the third stage is a compression stage, bringing the spacing back
from E2 to E1. Finally, the system is placed in contact with a cold (unsqueezed) reservoir, in
order to thermalize at the cold temperature. This cycle is summarized in figure 6. The authors
perform an analysis of the system and similarly show that the maximum efficiency of the
engine exceeds the Carnot efficiency (of the Otto cycle, H Ch b b= ). Moreover, if one
considers the efficiency at maximum power, then this can also be surpassed, and as the
squeezing parameter becomes large, the efficiency at maximum power approaches unity.

Finally, we stress that these results do not constitute a violation of the second law, since
they consider a scenario outside the regime of applicability of the Carnot limit (much in the
same way that a regular car engine, consuming fuel, does not violate the second law, since it
is also outside the regime of applicability). Conversely, it is interesting that the net effect of
squeezing appears to be as if the hot reservoir has been heated to a temperature rH ( )b , and

J. Phys. A: Math. Theor. 49 (0000) 143001 Topical Review

38



that the performance of the machines is bounded exactly by the Carnot limit with respect to
this new temperature.

6.3. Quantum thermodynamic signatures

One way to differentiate between a system which is genuinely using quantum effects and one
which is only using the formal structure of quantum mechanics (the discreteness of energy
levels, for example) is to devise signatures, or witnesses, for quantum behaviour. This is
similar to what is done in entanglement theory, or in Bell nonlocality, where one finds
witnesses which certify that entanglement was present, since no separable quantum state
could pass a certain test. An interesting question is whether one can find analogous witnesses
in a quantum thermodynamics setting. This is what was proposed in [233] in the form of
Quantum thermodynamic signatures.

In more detail, the main idea of [233] is to find a threshold on the power of a thermal
machine which would be impossible to achieve for a machine which is ‘classical’. The
authors take as the minimal set of requirements for a machine to be considered classical (i)
that itʼs operation can be fully described using population dynamics (i.e. as a rate equation
among the populations in the energy eigenbasis); (ii) that the energy level structure and
coupling strengths are unaltered compared to quantum model under comparison; (iii) that no
new sources of heat or work are introduced. A way to satisfy the above three constraints is to
add pure de-phasing noise in the energy eigenbasis on top of the dissipative dynamics of the

Figure 6. Quantum Otto engine.
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quantum model (arising from the interaction with the thermal reservoirs). One can then
compare models with and without de-phasing noise, and ask whether the additional noise
places an upper bound on the power of the machine.

For simplicity in presentation, in what follows we will focus here on the results obtained
for the four-stage qubit Otto heat engine, similar to the one described in the previous sub-
section (except now with a qubit in place of a harmonic oscillator). We note that the authors
show that the same results hold for a two-stage engine [234] and for continuous time engines
[25], as well as for refrigerators and heat pumps. As an aside, the reason why the result holds
for all three models is because [233] also proves that in the regime of weak-coupling to the
bath, and weak driving, all three types of engine can be shown to be formally equivalent,
producing the same transient and steady state behaviour at the level of individual cycles.

It is shown that a state independent bound can be placed on the power of a classical
machine which is proportional to the duration of a single cycle of the engine cyct , as long as
the so-called ‘engine-action’ s is small, where the engine action is the product of the duration
τ and energy scale (as measured by the operator norm of each term appearing in the Master
equation). They demonstrate that there is a regime where a quantum engine (i.e. one without
additional dephasing) can provably outperform the corresponding classical machine, with
powers an order of magnitude larger in the former case.

6.4. Stationary entanglement

Entanglement is understood to be a fragile property of quantum states, that is one typically
expects that noise will destroy the entanglement in a quantum state. Much effort has been
invested in investigating and devising ways in which one can counter the effects of noise, and
maintain entanglement in a system, such as quantum error correction, dynamical decoupling,
decoherence free subspaces, to name but a few.

In the first subsection we saw that the non-equilibrium steady state of autonomous
quantum thermal machines can be entangled. If one thus focuses not on their thermodynamic
functioning, but rather on their entanglement functioning, we see that whenever a thermal
machine reaches a steady state which is entangled, this constitutes a way of generating stead
state entanglement, merely through dissipative interactions with a number of thermal envir-
onments at differing temperatures.

Furthermore, if the interest is only in steady state entanglement generation, then it is not
even necessary that the machine perform any standard thermodynamic task, and can in fact
simply be a bridge between two reservoirs, allowing the steady flow of heat from hot to cold
such that the stationary state of the bridge is necessarily entangled. This is precisely the
situation which was first considered in [235], where the minimal system of two qubits
interacting with two baths at temperatures Hb and Cb was considered in the weak coupling
(Markovian) regime. Numerous variants were then discussed: in [236–240] different aspects
of the dynamical approach to the steady state were analysed (assuming non-Markovian
dynamics, the rotating wave approximation, etc); in [241, 242] a 3 qubit bridge was con-
sidered; in [243] the stationary discord was also studied; in [244, 245] geometric and di-
electric properties of the environment were considered, and in [246] superconducting flux
qubits and semiconductor double quantum dot implementations were explored.

Focusing on the simplest possible example, that of the two qubit bridge, the take home
message of this line of investigation is that this is a viable means to generate stationary
entanglement. In particular the implementations considered in [246] suggest that in experi-
mentally accessible situations steady state entanglement can indeed be maintained at a level
which might be usable to then later distill.
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6.5. Outlook

We have seen in this section a range of results concerning quantum thermal machines,
focusing primarily on the quantum correlations and entanglement present in the machine, as
well as other signatures of quantumness. Although we have focused on the progress that has
been achieved so far, there are a number of directions which should be explored in further
work to more fully understand the role of quantum information for quantum thermal
machines.

First of all, the main playground of study in this section has been the weak-coupling
regime, where the machine is in weak thermal contact with the thermal reservoirs. It is
important and interesting to ask what happens outside of this regime, when the thermal baths
are strongly coupled to the machine. On the one hand, intuition suggests that stronger cou-
pling corresponds to more noise, which will be detrimental to fragile quantum correlations.
On the other hand, stronger driving might lead to more pronounced effects. As such, the
interplay between noise and driving needs to be better understood.

Second, we have seen that quantum signatures, either in terms of entanglement or
coherence, can be constructed, which show that there is more to quantum thermal machines
than just the discreteness of the energy levels. Here, it would be advantageous to have more
examples of quantum signatures, applicable in as wide a range of scenarios as possible. An
experimental demonstration of a quantum signature would also be a great development
concerning the implementation of thermal machines.

Finally, thinking of cooling as a form of error correction, it is interesting to know if ideas
from quantum thermal machines can be incorporated directly into quantum technologies as a
way to fight decoherence. This would be as an alternative to standard quantum error cor-
rection ideas, and an understanding of how they fit alongside each other could be beneficial
from both perspectives.

7. Final remarks

Ideas coming from quantum information theory have helped us understand questions, both
fundamental and applied, about the thermodynamic behaviour of systems operating at and
below the verge at which quantum effects begin to proliferate. In this review we have given
an overview of these insights. We have seen that they have been both in the form of technical
contributions, for example with new mathematical tools for old problems, such as the
equilibration problem, and also in the form of conceptual contributions, like the resource
theory approach to quantum thermodynamics.

Although quantum information is only one of the many fields currently contributing to
quantum thermodynamics, we expect its role to become more important as the field grows and
matures. Indeed, we believe that placing information as a central concept, just as Maxwell did
when his demon was born, will lead to a deeper understanding of many active areas of
physics research beyond quantum thermodynamics.
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